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Chapter 1

Introduction

All materials that surround us are built out of atoms. Atoms are themselves built out

of a positively charged nuclei surrounded by negativity charged electrons. In solids, the

atoms are closely packed and arranged in either a regular lattice or a random network.

The atoms are so closely packed that the outer electronic shells of neighbouring atoms

start to overlap. The atomic picture of electronic structure breaks down and a new

picture emerges, in which the outer electrons are no longer attached to a single nucleus.

In metals for instance, these electrons can jump from one atom to another, and can

more or less move freely through the solid. The electronic structure of a solid can,

however, still be deduced from the constituent atoms. The energy levels of the atomic

orbitals spread out into the energy bands for solids. At T=0K, the highest energy filled

by electrons is called the Fermi level, which marks the separation between occupied and

unoccupied states. Many properties of solids are determined by the behaviour of the

electrons in the bands that have energies close to the Fermi level. This is schematically

shown in Fig. 1.1.

Assuming a knowledge of the types of atoms comprising any given material, a

computational approach enables us to answer two basic questions:

• What is the atomis structure of the material ?

• What are its electronic properties ?

A number of methods to derive answers to these questions have been developed. These

methods for computing the structure and properties of materials can conditionally be

divided into two classes

1



Figure 1.1: Solid - Schematic diagram of electronic structure of solid

• The empirical or semi-empirical methods, which directly depend on empirical or

experimental derived quantities.

• The first principle or ab initio methods, which do not use any empirically or

experimentally derived quantities.

First principles electronic structure calculations begin with the basic Schrödinger

equation which governs all quantum phenomenon at a non-relativistic level. Clearly the

calculation for a material is truly a many-body problem. The Hamiltonian of the system

contains kinetic energy of the nuclei and electrons as well as all kind of interactions

between electron-electron, electron-nuclei, nuclei-nuclei. Let us begin by considering

system consisting of Nc ion-cores bonded in a solid by Ne valence electrons. The many

body non-relativistic Hamiltonian (1) is :

H =
Nc∑
I=1

52
I

2MI
+

Ne∑
i=1

52
i

2me
+ Vee({r}) + VeI({ri}, {RI}) + VII({RII}) (1.1)

where Vee, VII and VeI are the Coulomb interactions between the electrons, the ions

themselves and between the electrons and ions. The many-particle wave function of

the system Ψ depends on both electron and nucleus coordinates

Ψ = Ψ(r1, r2, . . . , rNe ;R1,R2, . . . ,RNc) (1.2)

According to Born-Oppenheimer approximation the nuclei is much heavier than elec-

trons, move relatively slowly and may be treated as stationary while electrons move

2



1.1 Density Functional Theory

relative to them. Hence, the nuclei can be thought as being fixed, which makes it possi-

ble to solve the Schrödinger equation for the wave function of electrons alone. However,

the electron energy depends on the nucleus positions

Ψ({RI}, {ri}) ≈ χ({RI})ψ({RI}|{RI}) (1.3)

Thus, the Schrodinger equation for the electrons leads[
−

Ne∑
i=1

∇2
i

2m
+ VeI({ri}|{RI}) + Vee({ri})

]
ψ({ri}|{RI}) = Ee({RI})ψ({ri}|{RI})(1.4)

The total energy of the system is a sum of electron and nucleus energies. The problem

in trying to solve this equation is the number of variables involved. This is ∼ O(1020)!

We have to therefore bypass the difficulty by trying to describe physical properties

not in terms of the many-body wave-function with enormous degrees of freedom but

describe them with respect to a function of a few variables only.

1.1 Density Functional Theory

Most electronic structure calculations for solids are based on density functional theory

(DFT), which results from the work of Hohenberg, Kohn and Sham. In DFT, the

electronic orbitals are solutions to a Shrodinger equation which depends on the electron

density rather than on the individual electron orbitals.

1.1.1 Definition of the problem

Density-functional theory in its earliest formulation by Hohenburg, Kohn and Sham

(2, 3) aims at a description of ground state properties of many-electron systems in

terms of the electron density. Consider a Hamiltonian of a stationary many-body

system

Ĥv = T̂ + V̂ + Ŵ (1.5)

where T̂ is the kinetic energy of the electrons, V̂ the external potential, and Ŵ the

two-particle interaction. We denote the Hamilton operator Ĥv with a subindex v to

indicate that we will consider the Hamiltonian as a functional of the external potential

v. The constituent terms are explicitly given by :

T̂ =
N∑

i=1

−1
2
∇2

i ; V̂ =
N∑

i=1

v(ri) ; Ŵ =
N∑

i>j

w(|ri − rj |)

3



1.1 Density Functional Theory

We are interested in electronic systems, i.e. molecules and solids. For all these systems

the kinetic energy operator T̂ and two-particle interaction Ŵ are identical. They only

differ in the form of the external potential v(r) and the number of electrons N . The

properties of all these systems can therefore be regarded as a functional of the external

potential v. So, the corresponding wave function |Ψ[v]〉 and the total energy E[v],

which are of course related by the Schrodinger equation

(T̂ + V̂ + Ŵ )|Ψ[v]〉 = E[v]|Ψ[v]〉 (1.6)

where the external potential specifically can be written as

V̂ =
∫

d3rv(r)n̂(r) (1.7)

where we defined the density operator by

n̂(r) =
N∑

i=1

δ(r − ri) (1.8)

The expectation value of V̂ is given by

〈Ψ|V̂ |Ψ〉 =
∫

d3rn(r)v(r) (1.9)

where n(r) the electron density.

1.1.2 Conditions on the electron density and external potentials

It is necessary to define function and functional space 1before discussing about density

and density functional.
1 The Lebesgue spaces Let Ω ⊂ Rd be measurable and let 0 < p < ∞. We denote by Lp(Ω) the

class of all measurable functions f : Ω → R such thatZ
Ω

|f(x)|p dx < ∞

and also

‖f‖p =

Z
Ω

|f(x)|p dx

ff 1
p

(1.10)

Definition: A measurable function f : Ω → C is essentially bounded on Ω by K if |f(x)| ≤ K for

almost everywhere x ∈ Ω. The infimum of such K is the essential supremum of |f | on Ω, and denoted

esssupx∈Ω|f(x)|. For p = ∞, We define ‖f‖∞ = esssupx∈Ω|f(x)|. Then for all 0 < p < ∞,

Lp(Ω) = {f : ‖f‖p < ∞}

Sobolev Spaces

4



1.1 Density Functional Theory

The electron density corresponding to a normalized N -electron wave function is

defined as

n(r) = N
∑

σ

∫
|Ψ(rσ1, r2σ2, ..., rNσN )|2 dr2...drN (1.11)

We first put some constraints on the wave function. First of all because of the probabil-

ity interpretation, we know the wavefunction to be normalizable to one, so we require

‖Ψ‖ ≤ ∞ where the norm is defined as

‖Ψ‖ =
∑

σ

∫
|Ψ(r1σ1, ....rNσN )|2 dr1...drN (1.12)

Secondly because of the superposition principle in quantum mechanics we know that

also some infinite linear combinations exist and are normalizable. More precisely we

first define

ΨM =
M∑
i=1

amΨm (1.13)

with ‖Ψm‖ = 1 and
M∑
i=1

|ai|2 = 1 (1.14)

A third requirement on wavefunctions is that their kinetic energy expectation value

must be finite. So we require that

T [Ψ] =
1
2

N∑
i=1

∑
σ

∫
|∇iΨ(r1σ1...rNσN )|2 dr1...drN <∞ (1.15)

Let Ω ⊂ Rd be a domain, 1 ≤ p < ∞, and m ≥ 0 be an integer. The sobolev space of m derivatives

in Lp(Ω) is

W m,p(Ω) = {f ∈ Lp(Ω) : Dαf ∈ Lp(Ω)

for all multi-indices α such that |α| ≤ m}. We denote the mth order Sobolev space in L2(Ω) by

Hm(Ω) = W m,2(Ω)

For m = 1 the Sobolev space H1(R) as the Banach space

H1(R) =


f ∈ L2(R) :

Z
R

(|f(x)|2 + |∇f(x)|2) dx < ∞
ff

with corresponding norm

‖f‖ =

»Z
(|f(x)|2 + |∇f(x)|2) dx

– 1
2

5



1.1 Density Functional Theory

This implies that∑
σ

∫
|Ψ(r1σ1...rNσN )|2 +

N∑
i=1

|∇iΨ(r1σ1...rNσN )|2dr1...drN <∞ (1.16)

All these constraints on Ψ have consequences for the constraints on the electron density

n which means that the Lebesque integral of the electron density is finite∫
n(r) dr <∞ (1.17)

The finiteness of the kinetic energy implies that n must also be in L3(R3) which to-

gether with the previous results implies that n ∈ L1(R3) ∩ L3(R3). Using the Schwarz

inequality, we find that the von Weiszacker kinetic energy functional

TW [n] =
1
2

∫
|∇

√
n(r)|2 dr =

1
2

∫
(∇n(r))2

n(r)
dr ≤ T [Ψ] <∞ (1.18)

Therefore
√
n(r) ∈ H1(R3). If we now use the Sobolev inequality for the functions

f ∈ H1(R3) ∫
|∇f(r)|2 dr ≥ 3(

π

2
)

4
3 [

∫
|f(r)|6 dr]

1
3

we find that ∫
n3(r) dr ≤ 1

3
(
2
π

)
4
3

∫
|∇
√
n|2 <∞ (1.19)

so we conclude that n ∈ L3(R3) which together with n ∈ L1(R3) implies n ∈ L1(R3) ∩
L3(R3). We define the sets

SN = {n|n(r) ≥ 0,
√
n ∈ H1(R3),

∫
ndr = N} (1.20)

and

RN = {n|n(r) ≥ 0, n ∈ L3(R3),
∫
ndr = N} (1.21)

The set RN and SN are convex. In particular it follows that the von Weiszacker

kinetic energy functional equation (1.18) is a convex functional. We now turn to the

expectation values of the external potential V̂ . From the condition

|
∫
n(r)v(r) dr| <∞ (1.22)

and n ∈ L1(R3)∩L3(R3) we can deduce some constraints on the external potential v(r).

If n ∈ L1(R3) then the above integral exists for bounded potentials,i.e. for potentials

v ∈ L∞(R3). This follows directly from

|
∫
n(r)v(r) dr| ≤ esssup|v(r)|

∫
n(r) dr <∞ (1.23)
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1.1 Density Functional Theory

if v ∈ L∞(R3). If n ∈ L3(R3) then the above integral exists for potentials in the set

L 3
2
(R3). Then by using Holder inequality, we have∫

n(r)v(r) dr| = ‖nv‖1 ≤ ‖n‖3‖v‖ 3
2
<∞ (1.24)

The most general set of potentials for which the expectation value 〈Ψ|V̂ |Ψ〉 exists is

therefore the set

L 3
2
(R3) + L∞(R3) = {v|v = u+ w, u ∈ L 3

2
(R3), w ∈ L∞(R3)} (1.25)

1.1.3 Properties of the energy functional E[v]

For the external potentials in the set L 3
2
(R3) + L∞(R3) we define the total energy

functional E[v] as

E[v] = inf〈Ψ|Ĥ|Ψ〉 (1.26)

where Ψ ∈ H1(R3N ) and where the wave function Ψ is normalized to ‖Ψ‖ = 1. We can

analyze some properties of this functional. First of all we have that E[v] is concave,

that is

E[λ1v1 + λ2v2] ≥ λ1E[v1] + λ2E[v2] (1.27)

for all v ∈ L 3
2
(R3) +L∞(R3) and 0 ≤ λ1, λ2 ≤ 1 and λ1 + λ2 = 1. This follows directly

from the variational principle. If Ψ is a wave function corresponding to the infimum in

equation (1.27) then

E[v] = 〈Ψ|T̂ + V̂ + Ŵ |Ψ〉 = λ1〈Ψ|T̂ + V̂1 + Ŵ |Ψ〉+ λ2〈Ψ|T̂ + V̂2 + Ŵ |Ψ〉

⇒ E[v] ≥ λ1E[v1] + λ2E[v2] (1.28)

where we used λ1 + λ2 = 1. A second property of E[v] is that it is monotonously

decreasing, that is, if v1(r) ≤ v2(r) for all r (almost everywhere) then E[v1] ≤ E[v2].

This follows again from the variational property. If Ψ is a wave function corresponding

to the infimum in equation (1.26) then

E[v2] = 〈Ψ|T̂ + V̂2 + Ŵ |Ψ〉 = 〈Ψ|T̂ + V̂1 + Ŵ |Ψ〉+ 〈Ψ|V̂1 − V2 + Ŵ |Ψ〉

E[v2] ≥ E[v1] +
∫
n(r)(v2(r)− v1(r)) dr ≥ E[v1] (1.29)

7



1.1 Density Functional Theory

1.1.4 The Hohenbergh-Kohn functionals FHK [n] and FEHK [n]

We will try to understand the Hohenberg-Kohn functional which has been introduced

by Hohenberg and Kohn in their well-known paper(2). Suppose that Ψ1 and Ψ2 ∈
H1(R3N ) are non-degenerate ground state wave functions corresponding to external

potentials v1 and v2 ∈ L 3
2
(R3) + L∞(R3) with corresponding electron densities n1 and

n2. Then if v1 6= v2 +C where C is constant then n1 6= n2. As a first step we have that

if v1 6= v2 +C that Ψ1 = Ψ2. This follows by contradiction. Suppose by subtraction of

the Hamiltonian for Ψ1 and Ψ2 we find that

(v1 − v2)Ψ = (E1 − E2)Ψ (1.30)

If v1−v2 is not constant in some region then Ψ must vanish in this region for the above

equation to be true. However if v1, v2 ∈ L 3
2
(R3)+L∞(R3) then Ψ cannot vanish on an

open set by the unique continuation theorem. So we obtain a contradiction and we find

Ψ1 6= Ψ2. So different potentials give different wavefunctions. We denote Ψ1 = Ψ[v1]

and Ψ2 = Ψ[v2]. These different wave functions also yield different densities. This

follows again by contradiction. If n1 = n2 = n then

E[v1] = 〈[v1]|T̂ + V̂1 + Ŵ |Ψ[v1]〉 < 〈[v2]|T̂ + V̂1 + Ŵ |Ψ[v2]〉

〈[v2]|T̂ + V̂2 + Ŵ |Ψ[v2]〉+
∫
n(r)(v1(r)− v2(r)) dr

⇒ E[v1] < E[v2] +
∫
n(r)(v1(r)− v2(r)) dr (1.31)

Similarly, we have

E[v2] < E[v1] +
∫
n(r)(v2(r)− v1(r)) dr (1.32)

Adding the both inequalities yields the contradiction

E[v1] + E[v2] < E[v1] + E[v2] (1.33)

So we conclude that n1 6= n2, which proves our statement. We now define the set AN

as

AN = {n|n comes from a non-degenerate ground stateg }
The set AN is a subset of the previously defined set SN . The densities in the set AN

8



1.1 Density Functional Theory

we call pure state v-representable densities or denote as PS-V-densities. On the set of

PS-V densities we can therefore define the Hohenberg-Kohn functional FHK as

FHK [n] = 〈Ψ[n]|T̂ + Ŵ |Ψ[n]〉 (1.34)

We can then define the energy functional Ev as

Ev[n] =
∫
n(r)v(r) dr + FHK [n] (1.35)

Therefore

Ev[n] = inf
n∈AN

{∫
n(r)v(r) dr + FHK [n]

}
(1.36)

The functional FHK has some mathematical inconveniences. First of all its domain AN

is not convex however the functional FHK is convex. There are convex combinations

of PS-V ground state densities which are not in AN . An example of this is a convex

combination of densities corresponding to a q-fold degenerate ground state multiplet

n =
q∑

i=1

λini,

q∑
i=1

λi = 1, 0 ≤ λi ≤ 1 (1.37)

which in general is not in AN . We define

BN = {n =
∑

i λini|ni comes from the same v for all i,
∑

i λi = 1, 0 ≤ λi ≤ 1}
We call these densities ensemble v-representable densities or E-V-densities. We can

now extend the functional FHK to the ensemble functional FEHK on the set BN of

ensemble v-representable densities. For a degenerate ground state multiplet {Ψi} with

q-fold degeneracy corresponding to some external potential v we define the ensemble

density matrices

D̂ =
q∑

i=1

λi|Ψi〉〈Ψi|,
q∑
i

λi = 1, (0 ≤ λi ≤ 1) (1.38)

the corresponding ensemble density is given by

n(r) = TrD̂n̂(r) (1.39)

where n̄(r) is the density operator.For every E-V-density n we can therefore unambigu-

ously define

FEHK [n] = TrD̂[n](T̂ + Ŵ ) (1.40)

9



1.1 Density Functional Theory

where D̂[n] is any of the ground state ensemble density matrices corresponding to n.

We can now define an extension of the energy functional Ev to the set of E-V-densities

Ev[n] =
∫
n(r)v(r) dr + FEHK [n] = TrD̂[n]Ĥ (1.41)

Similarly, as for FHK we easily can prove

E[n] = inf
n∈BN

{∫
n(r)v(r) dr + FEHK [n]

}
(1.42)

1.1.5 The Levy and Lieb functionals FLL[n] and FL[n]

The functionals FHK and FEHK have the unfortunate mathematical difficulty that

their domains of definition AN and BN , although they are well-defined, are difficult

to characterize, i.e. it is difficult to know if a given density n belongs to AN or BN .

It is therefore desirable to extend the domains of definition of FHK and FEHK to an

easily characterizable (preferably convex) set of densities. This can be achieved using

the constrained search procedure introduced by Levy (5) and further investigated by

Lieb (4). The Levy-Lieb functional FLL is defined as

FLL[n] = inf
Ψ→n

〈Ψ|T̂ + Ŵ |Ψ〉 (1.43)

where the infimum is searched over all normalized anti-symmetric N -particle wave

functions in H1(R3N ) yielding density n. As we have shown earlier such a density is

always in the convex set SN which is again a subspace of L1 ∩L3. The functional FLL

is an extension of the Hohenberg-Kohn functional FHK which was defined on AN to

the larger set SN . We define a corresponding energy functional

Ev[n] =
∫
n(r)v(r) dr + FLL[n] (1.44)

If n0 is the ground state density corresponding to v with corresponding ground state

wave function Ψ[n0] then

Ev[n] = inf
Ψ→n

〈Ψ|Ĥ|Ψ〉 ≥ 〈Ψ[n0]|Ĥ|Ψ[n0]〉 = Ev[n0]

Minimizing Ev over the set SN therefore yields the ground state density n0 correspond-

ing to external potential v. The functional FLL has however one inconvenient property,

it is not convex. We find∫
n̄(r)v(r) dr + FLL[n̄] = inf

Ψ→n
〈Ψ|Ĥ|Ψ〉

10



1.1 Density Functional Theory

>
1

2L+ 1

2L+1∑
i=1

〈Ψ[ni]|Ĥ|Ψ[ni]〉 =
1

2L+ 1

2L+1∑
i=1

FLL[ni] +
∫
n̄(r)v(r) dr

and we find

FLL[n̄] >
1

2L+ 1

2L+1∑
i=1

FLL[ni]

which proves the non-convexity of FLL. Therefore, we can now define a different but

related functional with the same domain SN which is also convex. This is the Lieb (4)

functional FL defined as

FL[n] = inf
D̂→n

TrD̂(T̂ + Ŵ ) (1.45)

where the infimum is searched over all N -particle density matrices

D̂ =
∑
i=1

λi|Ψi〉〈Ψi|,
∑
i=1

λi = 1, |Ψi〉 ∈ H1(R3N ) (1.46)

which yield the given density n(r) = TrD̂n̂(r) where |Ψi〉 is an orthonormal set. This

functional is an extension of FEHK to the larger set SN , that is FL[n] = FEHK [n] if

n ∈ BN We can again define an energy functional

Ev[n] =
∫
n(r)v(r) dr + FL[n] (1.47)

which similar as FLL assumes its minimum at the ground state density corresponding

to potential v. We further have the following relations

FL[n] = FLL[n] if n ∈ AN

and

FL[n] < FLL[n] if n ∈ BN and n 6∈ AN

The first relation follows from the fact that is the density n is a pure state v-representable

density then the minimizing density matrix for FL is a pure state density matrix. The

second relation follows from the fact that if n is an ensemble v-representable density

there is a ground state ensemble density matrix D̂[n] Any wave function yielding den-

sity n can not be a linear combination of these ground state wave-functions otherwise

n would be pure state v-representable. Therefore its expectation value with the Hamil-

tonian must be larger, i.e

〈Ψi|Ĥ|Ψi〉 < inf
Ψ→n

〈Ψ|Ĥ|Ψ〉 =
∫
n(r)v(r) dr + FLL[n]

11
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Which proves our statement. We can prove another important property of FL, which

is its convexity. If n = λ1n1 + λ2n2 then we have

λ1FL[n1] + λ2FL[n2] = λ1 inf
D̂1→n1

TrD̂1(T̂ + Ŵ ) + λ2 inf
D̂2→n2

TrD̂2(T̂ + Ŵ )

= inf
ˆD1,D2→n1,n2

Tr(λ1D̂1 + λ2D̂2)(T̂ + Ŵ ) ≥ inf
D̂→n

TrD̂(T̂ + Ŵ ) = FL[n]

We therefore now have established that FL is a convex functional on a convex space.

This is important information which enables one to derive the differentiability of the

functional FL at the set BN of ensemble v-representable densities.

1.1.6 Kohn-Sham theory by Legendre transforms

The method described here the work of De Dominics and Martin(6) and Fukuda(7).

We have seen from equation (1.6) the ground state energy E[v] and wave function |Ψ[v]〉
are functional of external potential. We have

(T̂ + V̂ + Ŵ )|Ψ[v]〉 = E[v]|Ψ[v]〉 (1.48)

Now multiply 〈Ψ| on both side of the above eqaution, we get

E[v] = 〈Ψ[v]|Hv|Ψ[v]〉[v] (1.49)

Our goal is now to go from the potential as our basic variable, to a new variable, which

will be the electron density. The deeper reason that this is possible that the density

and the potential are conjugate variables. With this means that the contribution of the

external potential to the total energy is simply an integral of the potential times the

density. We make use of this relation if we take the functional derivative of the energy

functional E[v] with respect to the potential v

δE

δv(r)
= 〈 δΨ

δv(r)
|Ĥ|Ψ〉+ 〈Ψ|Ĥ| δΨ

δv(r)
〉+ 〈Ψ| δĤv

δv(r)
|Ψ〉

⇒ δE

δv(r)
= E[v]

δ

δv(r)
〈Ψ|Ψ〉+ 〈Ψ|n̂(r)|Ψ〉

⇒ δE

δv(r)
= 〈Ψ|n̂(r)|Ψ〉 = n(r) (1.50)

where we used the Schrodinger equation Ĥv|Ψ〉 = E[v]|Ψ〉 and the normalization condi-

tion 〈Ψ|Ψ〉 = 1. Note that the equation above is nothing but a functional generalization
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1.1 Density Functional Theory

of the well-known Hellmann-Feynman(8, 9) theorem. Now we can go to the density as

our basic variable by defining a Legendre transform

F [n] = E[v]−
∫

d3rn(r)v(r) = 〈Ψ[v]|T̂ + Ŵ |Ψ[v]〉 (1.51)

where v must now be regarded as a functional of n. The uniqueness of such a mapping

is garanteed by the Hohenbergh-Kohn(2) theorem. The set of densities for which the

functional F [n] is defined is the set of so-called v-representable densities. These are

ground state densities for a Hamiltonian with external potential v. The question which

constraints one has to put on a density to make sure that it is v-representable[8] is

known as v-representability problem. Again, take derivative of the above equation

(1.51) with respect to n, we have

δF

δn(r)
= −v(r) (1.52)

This is our basic relation. In order to derive the Kohn-Sham equations we define

the following energy functional for a system of noninteracting particles with external

potential vs and with ground state wave function |Φ[vs]〉,

Es[vs] = 〈Φ[vs]|T̂ + V̂s|Φ[v]〉 (1.53)

with Legendre transform

Fs[n] = E[vs]−
∫

d3rn(r)vs(r) = 〈Φ[vs]|T̂ |Φ[vs]〉 (1.54)

and derivatives
δEs

δvs(r)
= n(r) (1.55)

δFs

δn(r)
= −vs(r) (1.56)

We see that Fs[n] in equation (1.54) is the kinetic energy of a noninteracting systems

with potential vs and density n. For this reason the functional Fs is usually denoted

by Ts. Finally, we define the exchange-correlation functional Exc[n] by the equation

F [n] = Fs[n] +
1
2

∫
d3rd3r′n(r)n(r′)w(|r − r′|) + Exc[n] (1.57)

This equation assumes that the functionals F [n] and Fs[n] are defined on the same

domain of densities. We thus assume that for a given ground state density of an
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1.2 Basic assumptions of electronic band theory

interacting system there is a noninteracting system with the same density. Inother

words, we assume that the interacting density is noninteracting-v-representable. If we

differentiate equation(1.57) with respect to the density n, we obtain

vs(r) = v(r) +
∫

d3r′n(r′)w(|r − r′|) + vxc(r) (1.58)

where

vxc(r) =
δExc

δn(r)

defines the exchange-correlation potential. Now the state|Φ[vs]〉 is a ground state for a

system of noninteracting particles, and can therefore be written as an antisymmetrized

product of single-particle orbitals ϕi(r). If we now collect our results we see that we

have converted the ground state problem into the following set of equations

E[v] =
N∑

i=1

−1
2

∫
d3rϕ∗i (r)∇2ϕi(r)+

∫
d3rn(r)v(r)+

1
2

∫
d3rd3r′n(r)n(r′)w(|r−r′|)+Exc[n]

(1.59)

(−1
2
∇2 + v(r) +

∫
d3r′n(r′)w(|r − r′|) + vxc(r))ϕi(r) = εi(r) (1.60)

n(r) =
N∑

i=1

|ϕi(r)|2 (1.61)

The above equations (1.59,1.60,1.61) constitute the ground state Kohn-Sham equations,

These equations turn out to be of great practical use. If we can find a good approxi-

mation for the exchange-correlation energy, we can calculate the exchange-correlation

potential vxc and solve the orbital equations self-consistently. The density we find in

this way can then be used to calculate the ground state energy of the system. Various

approximations for the exchange-correlation exist in literature. In our calculations we

shall specify the particular approximation used.

1.2 Basic assumptions of electronic band theory

The large number of electrons contained in a macroscopic crystal prohibits a direct

solution of the Schrödinger equation for such a system. Reduction to the single particle-

like Kohn-Sham equation is a starting point. Fortunately, the solid may have lattice

periodic symmetry in the bulk, and this can be exploited to reduce the size of the

problem significantly, using Bloch’s theorem, which enables us to replace the problem
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1.2 Basic assumptions of electronic band theory

of solving the Kohn-Sham equation for electrons in an infinite periodic solid by that

of solving the equation in a unit cell (see Fig.1.2). The Kohn-Sham equation for an

Figure 1.2: Unit cell - Unit cell of the rhombic, simple cubic, body-centered cubic and
face-centered cubic lattices.

electron in a crystal can be solved in two limiting cases:

• the nearly free electron approximation, in which the potential is considered to be

weak everywhere and

• the tight-binding approximation, in which it is assumed that the states are tightly

bound to the nuclei.

In ab initio methods, potential is usually determined self-consistently with the elec-

tron density according to the density functional scheme. In a general electronic struc-

ture calculation we must give the basis functions a good deal of attention since we

know that by cleverly choosing the basis states we can reduce their number, which

has a huge impact on the computer time needed as the latter is dominated by matrix

diagonalisations. To solve the Kohn-Sham equation (1.4) with a periodic potential we

can distinguish two main approaches based on the expansion of basis wave function.
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1.2 Basic assumptions of electronic band theory

• Energy independent basis set such as plane waves in the pseudo-potential method,

plane waves orthogonalized to core states in the orthogonalized plane wave method,

linear combination of the atomic orbitals in the tight-binding method.

• Energy dependent partial wave like the cellular method, the augmented plane

wave method, the Korringa-Kohn-Rostoker (KKR) method and its linearized ver-

sion the linear muffin-tin orbitals method (LMTO).

As a part of our work we shall use the KKR and LMTO methods.

1.2.1 The KKR and LMTO methods

Korringa (1947), Kohn and Rostoker( 1954) (KKR) introduce the Green’ function

method (or KKR method) for expansion inside the muffin tin sphere and in the inter-

stitial region, the wave functions are expanded in phase shifted spherical waves. The

boundary conditions are then expressed as the condition for the self consistent multiple

scattering between the MT spheres.

It is clear form the discussion in the earlier section that LDA reduces the many-

body Hamiltonian of the valence electron cloud in the presence of a ’frozen’ array of

ion-cores. The effective potential seen by an electron within LDA looks like:

V (r) =
∑
R

v(r −R)

where R and r are the position of the ion-cores and electron respectively. In the neigh-

borhood of an ion-core the potential seen by the electron in a solid is not very different

from that in focused atoms ion-core. A radius sr can be define around R within which

the potential is spherically symmetric. The spheres with radius sr around R is called

muffin-tin spheres, In the interstitial the potential varies very slowly and one can re-

place the potential in this region by a constant. The resulting potential is called the

Muffin-tin Potential. Detail description of this method has already been given in An-

dersen and Jepsen (10). Here we shall give a short summary and discuss the main

results that we have used.

After muffin-tin(MT) approximation the solution inside the MT can be obtained

from the numerical solution of the radial Schrödinger equation

[rφRl(ε, r)]
′′ =

[
VR(r) +

l(l + 1)
r2

− ε

]
rφRl(ε, r) (1.62)
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In the outside(interstitial) solutions for constant potential can be represented as

linear combination of the spherical Bessel jl(κ, r) and Neumann functions nl(κ, r). To

make the basis functions to be well behaved all over the space we add PRl(ε, κ) jl(κ, rR)

to the partial wave. This makes the tail (in the interstitial) independent of the muffin-

tin potential within the muffin-tin sphere. The muffin tin orbitals are then looks like

χRL(ε, κ, rR) = YL(r̂R)×
{
φ

Rl
(ε, rR) + PRl(ε, κ) jl(κ, rR), rR ≤ sR

nl(κ, rR), rR > sR

(1.63)

where L is the combined index for {lm} and rR refers to |r−R|. κ = ε−V0 can be

interpreted as the “kinetic energy in the interstitial region”. The tail represented by

Neuimann function nL(κ, rR) can be expanded in terms of canonical structure constants

SR′L′,RL(κ) which depends only upon the relative position of R′ with respect to R as :

nL(κ, r
R′ ) =

∑
L′

jL′(κ, rR′ ) SR′L′,RL(κ) (1.64)

The MTO-tails from neighboring sites (R′) cancel the “unphysical” term PRl(ε, κ)jL(κ, rR)

of the MTO at the site R which directly leads to the KKR set of homogeneous linear

equations∑
RL

[
P

R′l′ (ε, κ)δR′R δL′L − S
R′L′,RL

(κ)
]
cRL(ε) = 0, for each R′, L′. (1.65)

Solving for cRL we get the KKR secular equation:

det | P (ε, κ)− S(κ) |= 0 (1.66)

The KKR equation is a non-linear equation in energy and there is not any priory idea

that how many root one can expect nor whether all roots are physically permissible.

Since the equation is not of the type of eigen value equation so there is no proof of

reality of the roots.

Most importantly the canonical structure constants S(κ) are strongly energy depen-

dent and are long ranged in real space. Typical wavelength of the partial wave is of the

order of 2π/κ. If this is much larger then the distance between the neighboring muffin-

tin spheres, the structure matrix has a very weak energy dependence. For close-packed

solids and low energies, one often uses the atomic-spheres approximation (ASA), which

substitutes the MT-spheres with slightly overlapping atomic spheres and sets κ = 0, so

that the envelope functions become simple multipole potentials r−l−1Ylm(r̂).
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In open structures, also the potentials in the voids are also taken to be spherically

symmetric. It has been experienced that the overlap between the Wigner-Seitz spheres

is less than 15% is good approximation within ASA and gives reliable results. In

ASA we integrate out a bit more up to the WS sphere instead of integrating the

atomic potential out as far as the MT sphere that is in apparently we include the flat

potential region.It is also possible to calculate the exact difference between the integrals

of the interstitial functions over the WS polyhedron and the sphere. This is called the

combined correction term.

The long range of the envelopes with κ = 0 can be got rid of by screening with

multipoles on the neighboring sites and it is possible to generate the structure matrix

in real space. The screened structure matrix Sα can be obtained from the canonical

structure matrix S0 by the unitary transformation :

Sα = S0
(
1−Qα S0

)−1

Qα is the diagonal screening matrix, which defines the uniqueness of the above

transformation for all closely packed structures, and yields the most localized structure

constant with exponential decay rather than the usual power law behavior. In the most

tight-binding representation, a LMTO basis orbital centered at site R, is given in the

ASA, by the expression :

χα
RL

(rR) = φRL(rR) +
∑
R′L′

φ̇α
R′L′

(r
R′ ) h

α
R′L′,RL (1.67)

where L = (lm) is the collective angular momenta index. The function φRL is the

solution of the wave-equation inside the spheres of radius SR at R for some reference

energy EνRL and is normalized within the sphere. The potential inside the sphere is

calculated using the local density functional approximation (LDA). The radial part of

the φ̇α
RL is related to the energy derivative of φα

RL(rR) at the reference energy :

φ̇α
RL(rR) = φ̇RL(rR) + φRL(rR)oα

RL

The quantity oα = 〈φ
Rl
| φ̇α

Rl
〉 is the overlap. The expansion coefficients hα are given

by

hα
RL,R′L′ = (Cα

RL − EνRL) δRR′δLL′ +
√

∆α
RLS

α
RL,R′L′

√
∆α

RL (1.68)
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Where Cα
RL and ∆α

RL are the potential parameters to be obtained from the potential

function at the reference energy EνRL. Sα
RL,R′L′ is the screened structure matrix whose

elements in the most tight-binding representation are essentially zero beyond the second

shell of neighbors in all closed packed structures.

From the expression of TB-LMTO orbital in equation(1.67) the summation over

the composite angular momentum index suggest that orbitals are not preserving pure

L character. Further φ̇α
RL(rR) and φα

RL(rR) are truncated outside the Wigner-Seitz

spheres and the expansion coefficients vanish beyond the second shell of neighbors in

all closed packed structures. Therefore all TB-LMTO orbitals are short ranged and in

this representation the Hamiltonian is sparse. This is ideal for real space calculations

based on the recursion method witch we shall discuss latter in details . The Hamiltonian

and overlap matrices for this basis are given by :

H = h+ hoh+ (I + ho)Eν(I + ho) (1.69)

o = 〈χ|χ〉 = (I + ho)(I + ho) (1.70)

Summation indices RL in the above equation are suppressed for convenience. The

matrix o is diagonal in RL representation and its value is determined by the logarithmic

derivative of the function φ̇ at the sphere boundary. The orbital wave function in

equation1.67 are not orthogonal. Orthogonalized them ( Löwdin orthonormalization)

the Hamiltonian in the ASA is given by :

H = Eν + h− hoh+ hohoh− · · · (1.71)

and for the first order approximation

H(1) = Eν + h (1.72)

The parameter o determines the degree of non-orthogonality of the basis. Again o−1

has the dimension of energy and provides a measure of the energy window about the

reference energy Eν for which the density of states obtained with H(1) are reliable.

1.3 Green Function formalism

In systems like random alloys, surfaces and interfaces, defects in solids, spin-glasses,amorphous

materials the conventional Bloch theorem is no longer valid due to lack of periodicity
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1.3 Green Function formalism

of the lattice. In this situation Greens function is the alternative approach for the

electronic structure calculation. The Greens function is nothing but a propagator. For

a given Hamiltonian H the time-dependent Schrödinger equation determines the time

evolution of the wave function ψ(t) as

i
∂

∂t
ψ(t) = Hψ(t) (1.73)

with formal solution

ψ(t) = exp−iHt ψ(0) (1.74)

with ψ(0) is the initial wave function. Corresponding to the above Schrödinger equation

we can define two propagators GR(t)(retarded) and GA(t) (advanced) as(
i
∂

∂t
−H

)
GR(A)(t) = δ(t) (1.75)

with boundary conditions

GR(t) = 0 t < 0

GA(t) = 0 t > 0

and the formal solution of these equation is:

GR(t) = −Θ(t)ie−iHt

GA(t) = Θ(−t)ie−iHt

for all t, where Θ(t) is zero for t < 0 and unity for t > 0. Clearly the greens function

coincides with the time evolution operator(up to a factor). To propagate the wave

function forward in time one use GR(t) and GRA(t) for the backward in time. Now

for a given perturbing potential V (~r) to the Hamiltonian H0, The Green’s function G1

corresponding to the perturb Hamiltonian H = H0 + V can be written in terms of the

Greens function G0 corresponding to H0 via Dyson integral as:

G1(t) = G0(t) +
∫ t

0
G0(t− t′)V G1(t′)dt′ (1.76)

and the wave function ψ0(t) of system without interaction evolves into the wave function

ψ1(t) by the Lippmann-schwinger equation as

ψ1(t) = ψ0(t) +
∫ t

0
G0(t− t′)V ψ1(t′)dt′ (1.77)
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1.3 Green Function formalism

Taking the Fourier transformation of the G(t) we can write the energy dependent

Greens function as:

G(z) = (z −H)−1 (1.78)

where z = E + iδ is a complex number with very small imaginary part δ. Clearly the

energy dependent Green’s function is the resolvent of the time dependent Hamiltonian

and it’s singularities determines the eigenvalue spectrum; in particular it has poles

at the eigen energies of the bound states, and branch cut along the energies of the

continuous spectrum. For Im(z) > 0, G(z) is an analytical function of z and has

certain analytic properties witch are collectively called the Harglotz properties

1. ImG(z) < 0 when z > 0

2. Singularities of G(z) lie on the real axis.

3. G(z) → 1
z when Re(z) →∞

Using the complete basis set of eigen function |ψi〉 corresponding to the eigenvalues εi
of the Hamiltonian, the spectral representation of the Green’s function can be written

as:

G(z) =
∑

i

|ψi〉
1

z − εi
〈ψi| (1.79)

and in real space it is represented as

G(~r, ~r′, z) =
∑

i

ψi(~r)ψ∗i (~r
′)

z − εi
(1.80)

in the limit of the Im(z) = δ → 0 for an outgoing wave vector at ~r with a source term

at ~r′. It is known that for z = E ± iδ and δ → 0

1
z − εi

→ P
(

1
E − εi

)
∓ iπδ(E − εi)

Where P denotes the principal part. So from the spectral representation of the greens

function in the real space the imaginary part is directly related to the spectral and

space resolved density of state.

n(r;E) = − 1
π

lim
δ→0

ImG(~r, ~r, E + iδ) (1.81)

and the spectral density of state is then given by

n(E) = − 1
π

lim
δ→0

Im
∫
G(~r, ~r, E + iδ)d3r = − 1

π
lim
δ→0

TrG(E + iδ) (1.82)
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1.4 The Recursion method

Also the charge density is found as an integral of n(~r;E) over the energies upto fermi

level Ef

ρ(~r) = − 1
π

lim
δ→0

Im
∫ Ef

−∞
G(~r, ~r, E + iδ)dE = − 1

π
lim
δ→0

Im
∫ Ef

−∞
Tr(r̂G(~r, ~r, E + iδ))dE

(1.83)

with r̂ is the position operator. In general the expectation value of any physical quantity

represented by an operator Ô can be obtain by the relation

〈O〉 = − 1
π

lim
δ→0

Im
∫ Ef

−∞
Tr(ÔG(~r, ~r, E + iδ))dE (1.84)

From the above relations we can say that the greens function contains all the informa-

tions about the system. Therefore, if it is possible to calculate the greens function of

the system then we can able to obtain all the physical properties of the system.

1.4 The Recursion method

The recursion method introduced by Haydock(11) is basically a scheme for the calcu-

lation of the local properties of a system. For the system like disordered materials,

amorphous system, spin-glass etc. where the enormous simplification of the Bloch the-

orem is no longer valid due to the lack of the periodicity, one has to invoke the ”Black

Body Theorem” discussed by Heine and Friedel(12). Particularly from their discussion

it implies that the most of the physical properties are govern by the local environments.

In the recursion scheme Haydock concentrated on a local atom witch couples with its

first nearest neighbor and through them to the second nearest neighbor and through

them to the more distant neighbor and so on. Mathematically it transform the basis

in such a way that the Hamiltonian of the system becomes tirdiagonal from which one

can easily calculate the elements of the Greens function in a continued fraction from.

A new orthonormal basis set |n〉 in which the Hamiltonian is tridiagonal is constructed

by a three term recurrence formula. We start with the initial state |0〉. Choice of

the starting state |0〉 of recursion plays an important role in determining the specific

physical property which we shall discuss in our subsequent chapter later. For example,

in case of local density of states calculation, atomic type orbitals are chosen as the

starting stat.
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1.4 The Recursion method

Now, we define the new state |1〉 as,

β1|1〉 = H|0〉 − α0|0〉 (1.85)

The whole set of orthonormal states are generated by the following three term recur-

rence relation:

βn+1|n+ 1〉 = H|n〉 − αn|n〉 − βn|n− 1〉 (1.86)

αn and βn are the coefficients to orthogonalize H|n〉 to the preceding vectors |n〉, |n−1〉
and βn+1 is the coefficient to normalize |n+ 1〉 to unity. β0 is assumed to be unity. In

the new basis, the Hamiltonian matrix elements are,

〈n|H|n〉 = αn

〈n− 1|H|n〉 = βn

〈n|H|m〉 = 0 (1.87)

In this new representation, the Hamiltonian has the following tridiagonal form,

α0 β1 0 0 0 0 0

β1 α1 β2
. . . 0 0 0

0 β2 α2 β3
. . . 0 0

0
. . . β3 α3 β4

. . . 0

0 0
. . . . . . . . . . . . 0

0 0
. . . . . . . . . . . . 0


(1.88)

The above transformation can be graphically represented as the transformation of a

d-dimensional system to a semi-infinite linear chain. {αn} and {βn} are represented as

the on-site term and the coupling between two sites.

From the above tridiagonal Hamiltonian one can easily calculate the matrix repre-

sentation of the Green’s function as:

G(z) = (zI −H)−1 =



z − α0 −β1 0 0 0 0 0

−β1 z − α1 −β2
. . . 0 0 0

0 −β2 z − α2 −β3
. . . 0 0

0
. . . −β3 z − α3 −β4

. . . 0

0 0
. . . . . . . . . . . . 0

0 0
. . . . . . . . . . . . 0



−1

(1.89)
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1.4 The Recursion method

Now if we define Dn(z) as the determinant of the tridiagonal matrix constructed out of

equation (1.89) with first n rows and n columns removed then the first diagonal element

of the Greens function can easily be obtained in a continued fraction as:

G00(z) = D1(z)/D0(z)

=
1

z − α0 −
β2

1

z − α1 −
β2

2

z − α2 −
β2

3

z − α3 −
β2

4

. . .

(1.90)

and the local density of state is then given by:

n(E) = − 1
π

lim
δ→0

Im G00(z) , z = E + iδ (1.91)

If the system of our interest is large enough then the dimension of the Hamiltonian

matrix is infinitely large. So we have to calculate in principle, infinite number of

coefficients {αn, βn}. In practice, we can only evaluate the continued fraction up to

a finite number of recursion steps. Haydock (13) has shown that contributions of

the continued fraction coefficients (αn, βn) can be map to self-avoiding walks on the

underlying lattice, where αn and βn contain information about only the irreducible

paths of length (2n-1) and 2n respectively i.e. those closed paths that do not return

to the initial site at any intermediate stage. He has also shown that the dominant

contribution comes from the path that wind around the initial starting state. This

allows us to work only on the finite part of the Hilbert space. Thus, if we try to model an

infinitely extended system, the recursion algorithm after n steps contains contributions

only from a central cluster consisting of O (n3) atoms. For numerical purposes, this

limits the number of atoms that can be modeled, and also implies that we are studying

a finite system. The terminating continued fraction obtained in this process yields a

finite number poles of the Green’s function corresponds to a finite number of isolated

bound states of the system which is appropriate for a finite cluster. For most purposes

this is an unphysical approximation to the problem under investigation and we need

to overcome these finite size effects by embedding the cluster in an infinite medium.

That is we need to determine suitable terminator to the continued fraction, so as to

obtain a Green function with a branch cut, rather than a finite set of simple poles. In
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1.5 Terminating schemes

this termination procedure we have to careful about terminator so that the analytic

properties (herglotz properties) of the Green’s function should be preserve.

Several terminators are available in the literature which reflect the asymptotic prop-

erties of the continued fraction expansion of the Green function accurately. The advan-

tage of using such terminators is that the approximate resolvent not only retains the

analytic properties (herglotz properties) of the Green’s function but also preserves the

first 2n moments of the density of states exactly and maintains the correct band-widths,

band-weights and the correct singularity at the band edges.

1.5 Terminating schemes

After calculating a set finite of {αn, βn} when we apply the termination scheme to

approximate the tail of the continued fraction (representing the diagonal element of

G), we have to ensure that the approximate resolvent (which replaces G) should be

such that the corresponding approximate Hamiltonian should have a similar energy

spectrum as the original Hamiltonian H. In other words, the resulting approximate

density of states should preserve the singularities (singularities at the band-edges and

Van Hove singularities) of the density of states of the system one is examining.

Applications to a system with a single band of states, it was found that the {αn, βn}
rapidly convergent to some (α, β). So for n ≥ N we can set αn = α and βn = β . Finally

we can sum up the remainder of the infinite continued fraction analytically as follows:

T (E) =
β2

n

E − αn −
β2

n+1

E − αn+1 − . . .

is replaced by

T (E) =
β2

E − α− β2

E − α− . . .

=
β2

E − α− T (E)

we can solve for

T (E) =
1
2

(
E − α−

√
(E − α)2 − 4β2

)
(1.92)

This terminator T (E) is called quadratic termination proposed by Haydock. In more

complex systems involving a number of isolated bands (For example, semiconductors
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1.5 Terminating schemes

and transition metal compounds), the quadratic terminator came out to be unsuitable

and the quadrature method proposed by Nex (14) is found to be more useful. It

has been found that given the band-edges and the truncated continued fraction, the

analytic terminator proposed by Haydock (16) and later improved by Luchini and Nex

(15) produces much better results as compared to the quadrature method. Here we

shall outline the features of the analytic terminator schemes for a solid with a single

band. A set of coefficients {αn, βn} is first generated recursively from the three term

recurrence relation. We generate such coefficients upto n=n2 steps. We now generate

orthogonal polynomials of the first and second kinds: Pn (z) and Qn (z) for the above

recurrence relation. These are the solutions of:

Pn+1 (z) = (z − αn) Pn (z) − β2
n Pn−1 (z)

Qn (z) = (z − αn) Qn−1 (z) − β2
n Qn−2 (z) (1.93)

with P−1=Q−1=0, P0=Q0=1

The next step is to locate accurately, from the generated continued fraction coeffi-

cients (n<n2), the lower (left) band edge a, the bandwidth r and the weight w. From

this we construct a model herglotz function with square-root band edge singularities:

F (z) = 8w
[
z − (a+ r/2)−

√
(z − a) (z − a− r)

]
/r2 (1.94)

We now run the recursion again with the Hamiltonian replaced by z, the state vectors

by polynomials described by equation (2-21), the inner product by a union of Gauss-

Chebyshev quadrature:

f (z)� g (z) =
n∑

i=1

Ωif
(
α
′
i

)
g

(
α
′
i

)
(1.95)

where,

Ωi =
πw

(n+ 1) sin2θi

α
′
i = a+ (1− cos θi) r/2

θi =
iπ

n+ 1

This will generate a set of recursion coefficients {cn, dn} and a set of mutually orthogonal

polynomials {Rn (z)} and {Sn (z)}.The terminator is then given by,

T (z) =
Sn−2 (z)− F (z)Rn−1 (z)

d2
n−1 (Sn−3 (z)− F (z)Rn−2 (z))

(1.96)
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1.5 Terminating schemes

Again, from the fact that Rn and Sn are polynomials of order n and F (z) is a her-

glotz function, it follows immediately that the terminator is itself herglotz. The Green

function is given by,

G (z) =
Qn−2 (z)− β2

n−1T (z)Qn−3

Pn−1 (z)− β2
n−1T (z)Pn−2

(1.97)

Using very similar arguments as before, the Green function is herglotz if T (z) is herglotz.

This method of analytic termination of Haydock and Nex was further improved

by Luchini and Nex (15) . It is easy to understand that in a chain with constant

parameters if one appends a constant terminator with infinite band-width then the

spectrum will consist of delta functions. When the band edge mismatch is reduced

these delta-functions broaden into Lorentzians and finally only show up as oscillations

superimposed on the semi-elliptic local density of states resulting from such constant

coefficients. In such a simple picture, one can consider the chain parameters αn and

βn to represent the potentials on the one-dimensional chain and one can regard the

eigenstates of the computed chain as being initially unable to tunnel out through the

potential barrier of the terminator. As the height of the barrier is reduced they become

resonances superposed on the local density of states. The situation is analogous to the

coherent reflection of the eigenstates by the step function in the potential represented

by the discontinuous join to the terminator. The method of Luchini and Nex suggests

linear interpolation between the computed and the analytic terminator coefficients to

reduce the spurious oscillations arising out of this coherent reflection. The method is

analogous to splicing as opposed to butt-joining pieces of wood.

We start with computed continued fraction coefficients αn, βn up to n2 levels and

with terminator coefficients αt
n and βt

n. The method of Luchini and Nex now sug-

gests to linearly interpolate between the computed coefficients and that of the analytic

terminator in the following manner:

αn =


αn n ≤ n1[

αn (n2 − n) + αt
n (n− n1)

]
/ (n2 − n1) n1 ≤ n ≤ n2

αt
n n2 < n

where n1 is the start and n2 is the end of the interpolation. Similarly βn can be obtained

by replacing αn with βn in the above expression. Again, such a termination procedure

retains the herglotz properties of the Green function.
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1.6 Comments

1.6 Comments

In this chapter we have described the basic theoretical tools for the study of electrons

in a solid : the density functional theory which reduces the many-body Schrödinger

equation with a plethora of variables to a single-electron like Kohn-Sham equation; the

electronic band theory and the linear muffin-tin orbitals method which allows us to

obtain the solutions of the Kohn-Sham equations in a minimal basis set; the method of

Green functions and the physical quantities we derive from it and the recursion method

which allows us to calculate the Green function matrix elements. These techniques will

form the basis of the applications we shall describe in our thesis.

In the next chapter we shall go on to describe those techniques which will allow us

to address the problem of disorder.
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Chapter 2

Electronic structure calculation

in random binary alloys

2.1 Introduction

The concept of disorder is primitive and intuitive ; it belongs with statistical terms such

as ’random’, ’stochastic’, ’unpredictable’, which can only be defined within a specific

context of what is already known or can be taken for granted. In the crystalline state,

long-range order for positions of atoms and orientations of atomic rows apparent; in

alloys, the positional order for atomic sites remains, but the occupation of atomic sites

by different species of atoms is somewhat random. The effect of disorder is always

to break some symmetry. In the physics of disordered systems we can no longer rely

upon the most powerfull mathematical tool in the theory of the solid state. Theorems

and principles that we cheerfully prove and accept for crystalline materials may not be

taken for granted in the study of disordered systems. There are several different ways

in which disorder may be present in material.

• Substitutional disorder : The binary alloy is formed by replacing atoms of element

A in a perfect crystal by that of another element B randomly with almost with

almost no disturbance in the crystal lattice.

• Topologically disorder : The topology of the lattice itself may be perturbed and

the crystalline lattice replaced by a random network.

29



2.1 Introduction

• Magnetic disorder : In a magnetic material, the Rth site (or unit cell) of a regular

crystal can carry a net magnetic moment. If this moment varies randomly in

magnitude or direction or both, from site to site (or cell to cell) we have magnetic

disorder.

• Other kinds of disorder : disorder can also enter through randomness in local po-

larization or random distribution in local strains. Good examples are multiferroic

glasses.

This has been schematically shown in Fig. 2.1. The reason for the increased interest

Figure 2.1: Different types of disorder: - (from top left clockwise) Ordered lat-
tice,substitutional disorder, topological disorder and magnetic disorder.

in disordered materials are many and varied. The interest in disordered systems is

growing up due to the technological importance of such systems in our modern world.

Steel alloys, amorphous semiconductors, liquid metals and glasses, to mention only a

handful, are at the core of further technological progress, and the properties of such

systems like electrical, magnetic, optical, structural, elastic are important to verify the

systems. A detail understanding based on the microscopic, parameter free approach is
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2.2 Rigid Band Model (RBM) and Virtual Crystal Approximation (VCA)

thus necessary for the future development in the material science. In a solid the outer

most electrons of the atoms plays important role as they bind each atom to it’s neighbor

and determines the properties of the resulting materials. So one of the important aim

of the condensed matter theory is thus calculation of the electronic structure of the

solids. This is not only helpful in understanding and interpreting experiment, but also

a predictive tool of the condensed matter and materials science. In case of disorder

system the calculation of such properties is much more difficult compare to that of the

order system. Difficulties arising due to the involvement of the random variables and

we have to carry out averages for physical observables over different configurations.

In this chapter we shall first overview some of the conventional mean field theories

for the configuration averaging. We shall also discuss their limitations and probable

extensions. Then we shall introduce the concept of averaging in configuration space

and the augmented space method, which is a powerful technique in this regard and we

shall extended this idea in our subsequent chapter for the calculation of the response

functions. Then we combine this method with TB-LMTO method to calculate the

electronic structure of the real binary alloys. Finally we shall discuss a fully self-

consistent scheme of TB-LMTO-ASR calculation for realistic systems.

2.2 Rigid Band Model (RBM) and Virtual Crystal Ap-

proximation (VCA)

The first attempt for the calculation for the electronic structure of disordered alloy

was made by Jones in 1934 with his rigid band model (RBM). In this model the

electronic states of one constituent is assumed to be identical to the other and to those

of any binary alloy formed by them. This is an oversimplified model which neglects the

difference between alloy constituents and only accounts for the number of electrons per

atom which is different for different alloys. In that time this model was success for a

very few cases like CuNi system where potentials of constituents are nearly identical.

Almost all types of alloy the eigen value distribution is qualitatively very different from

that of the constituents materials and the model does not work. Korringa in 1958

made the modification of RBM which is called Virtual Crystal Approximation (VCA).

He assumed that the potential associated with every lattice site in the alloy is same
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2.3 Average t-matrix approximation (ATA)

and which is equal to the concentration average potential 〈V 〉 of the constituents.

Valloy = 〈V 〉 = xVA + (1− x)VB

where x is the concentration of one-type of atom. System with weak scattering

and consisting of nearly equal concentration of the constituent, this model is fairly

successful. In this model the self energy consisting of only the lowest order term 〈V 〉,
witch is independent of wave-vector k. Therefore the life-time of the Bloch states are

infinite as in the pure materials.

2.3 Average t-matrix approximation (ATA)

Fpr systems with large difference between the potential of the constituents atoms VCA

can not able to produce good results. It also fails in large concentration fluctuation. In

case of small concentration one deals with averaging the scattering matrix (t-matrix)

associated with individual scatterers (potential) instead of using average potential. We

shall illustrate it by a very simple model Hamiltonian :

Hij = εiδij + tij (2.1)

where εi = εA or εB randomly with probabilities x and 1− x.

Using the Dyson’s equation(1.76) of discussed in the previous chapter we can express

the Green’s function in terms of the scattering matrix as:

G1(r − r′, t− t′) = G0(r − r′, t− t′) +∫ t

0
dt1

∫ t1

0
dt2

∫
dr1

∫
dr2G0(r − r1, t− t1)T (r1, r2; t1, t2)G0(r2 − r′, t2 − t′)

where G0 is the unperturbed Green’s function and

T =
∑
i,j

Tij (2.2)

is the total system t-matrix with

Tij = Viδij + ViG0Vj(1− δij) +
∑

k

ViG0VkG0Vj + . . .

= Viδij + Vi

∑
k

G0Tkj (2.3)

32



2.4 Coherent Potential Approximation

Separating k = i term we can write

Tij = tiδij + ti
∑

k

G0Tkj (2.4)

ti are the single site scattering matrix and these are replaced by the average value 〈t〉.
If we considering VCA medium as the host material, then perturbation is Vi−〈V 〉 and

correspondingly 〈t〉 becomes

〈t〉ATA =
x(εA − 〈ε〉)

1− (εA − 〈ε〉)GV CA
0

+
(1− x)(εB − 〈ε〉)

1− (εB − 〈ε〉)GV CA
0

(2.5)

with 〈ε〉 = xεA + (1− x)εB . The configuration averaged Green’s function is given by

〈G〉 = G0 +G0

[
〈t〉ATA(1−G0〈t〉ATA)−1

]
G0

Compare to VCA, ATA shows the impurity bands and Bloch-states with finite life times

2.4 Coherent Potential Approximation

The VCA and the ATA fails primarily because they leads to choices of a translation-

ally invariant effective medium that is either incorrect or not very accurate. As we

have mentioned before that for the disordered system the main thrust goes to obtain

the configuration averaged quantity. Also the greens function contains all informa-

tions about the system. Therefor the main aim goes to the calculation of configuration

averaged greens function for a disordered system. The coherent potential approxima-

tion(CPA) was introduced simultaneously by Soven(17) in connection with disordered

electronic systems and Taylor(18) in connection with the lattice dynamics of mass dis-

ordered alloys in 1967. In case of totally random alloy their basic idea was to obtain

a translationally symmetric effective Hamiltonian (Heff ) and the representation of it’s

greens function Geff which are good approximation of the average greens function of

the random Hamiltonian. If we write the total Hamiltonian as H = H0 + V where

V =
∑

i Vi is the superposition of the real individual site potential Vi(z) then in terms

of self energy operator Σ(z) one can write the average Green’s function as:

〈G(z)〉 = 〈(z −H)−1〉 = [z −H0 − Σ(z)]−1 (2.6)

In a translationally invariant medium Σ(z) the total Hamiltonian can be written as
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2.4 Coherent Potential Approximation

Figure 2.2: CPA - The schematic representation of the CPA mean-field approximation.

H(z) = Heff (z) + V (z)−W (z) with Heff (z) = H0(z) +W (z)

where W (z) =
∑

iWi(z) is the translationally invariant site-dependent quantities

Wi(z). Defining V(z) =
∑

i(Vi −Wi) and Geff (z) = (z −Heff )−1 we can express the

resolvent G(z) and corresponding T operator T (z) as :

G(z) = Geff [1− V(z)Geff ]

T (z) = V(z) + V(z)GeffV(z)

G(z) = Geff +GeffT (z)Geff

Clearly Geff is translationally symmetric and therefore the average G(z) becomes

〈G(z)〉 = Geff (z) +Geff (z)〈T (z)〉Geff (z)

= [1 +Geff (z)〈T (z)〉]Geff (z) (2.7)

and hence to get the average greens 〈G(z)〉 function as the effective greens function

Geff (z) i.e.

〈G(z)〉 = Geff (z) (2.8)

We need to satisfy

〈T (z)〉 = 0 (2.9)

Now the self energy becomes

Σ(z) = z −H0(z)− [〈G(z)〉]−1
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2.4 Coherent Potential Approximation

= z −H0(z)−Geff (z)−1{1−Geff (z)〈T (z)〉
[
1 +Geff (z)〈T (z)〉

]−1
}

= z −H0(z)−Geff (z)−1 + 〈T (z)〉
[
1 +Geff (z)〈T (z)〉

]−1

= W (z) + 〈T (z)〉
[
1 +Geff (z)〈T (z)〉

]−1
= W (z) + Σ1(z)

With the help of equation 2.4 in the previous section we can write

〈T (z)〉 =
∑

i

〈Qi(z)〉 (2.10)

where 〈Qi〉 can be represents as

〈Qi〉 = 〈ti(z)〉

1 +Geff (z)
∑
i6=j

〈Qj(z)〉


+ 〈[ti(z)− 〈ti(z)〉]Geff (z)

∑
i6=j

[Qj(z)− 〈Qj(z)〉]〉

The first term of the above expression contains only the single site quantities but

the second one is kind of correlation term. In CPA The second term is neglected

and therefore it is single site approximation. But neglecting second term means that,

excluding the local environmental effect like short-ranged ordering. So in CPA 〈Qi(z)〉
becomes

〈Qi(z)〉 = 〈ti〉

1 +Geff (z)
∑
j 6=i

〈Qj(z)〉

 (2.11)

So in the single site coherent potential approximation condition in equation(2.9) namely

〈T (z)〉 = 0 reduces to

〈Qi(z)〉 = 0 =⇒ 〈ti(z)〉 = 0 for all i (2.12)

This condition implies that the average scattering produces on a site is zero. It

is possible to prove that this approximation preserves the analytic properties of the

greens function and gives first eight moment of the density of state exactly. It is also

reproduces several limiting cases like dilute limit where it is exact up to first order. In

the atomic limit it can be shown that the approximation is exact up to second order

term by using the locator formalism.

CPA is one of the most extensively used successful methods in the study of electronic

structure of disordered solids. It has been used in conjunction with almost all the

electronic structure techniques starting from pseudo-potentials to KKR, LMTO and

APW.
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2.5 Beyond single site CPA

Figure 2.3: Average - Average over single-site approximation in cpa

2.5 Beyond single site CPA

Although CPA produces excellent results in many cases and no doubt it is a very

good approximation and is widely used but it has several limitations. As we have

discussed before that being single site approximation, CPA cannot take into account

the local environmental effects and off-diagonal randomness. It also fails to describe

local lattice distortions. In case of low dimensionality for example surfaces it cannot able

to produce fine structures in the density of states. There have been several attempts by

many authors to generalized this approximation to overcome those limitations. These

are basically the cluster generalization of the CPA. Generalizing scattering t-matrix

approach Nickel and Krummhansl (20) and Leath(19)(1970,1972) tried to include all

cross scattering diagrams involving two sites. This diagram summation is extremely

cumbersome and intractable for a bigger cluster. After partitioning the system into

subunits, Tsukada(21, 22) suggested tho carry out CPA by replacing single site by such

subunits. This is the easiest way to include some of the effects of scattering from cluster

of atoms. This procedure is called the molecular coherent potential approximation

(MCPA). However in case of homogeneous disorder this violets the lattice translational

symmetry of the configuration averaged greens function. Butler(23) suggested a further

approximation to overcome this difficulty. He assumed that every cluster has a central

site and the CPA equations are applied only to the central site. In the weak scattering

limit the ’central site approximation’ produces good results. However in the strong

scattering limit the density of state becomes many-valued and negative in some energy

range and the sum rule for the integrated density of state violated. After that he applied
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2.6 Augmented space formalism

the the CPA equations in the boundary sites instead of central site witch also gave

unphysical results in the strong scattering limits. The traveling cluster approximation

(TCA) proposed by Kaplan and Gray (24) using augmented space formalism which

we shall discuss subsequently, is a major breakthrough in this direction. This method

based on the fact that instead of summing all possible diagrams necessary for consistent

treatment of scattering event one should sum up certain type of diagrams so that

the corresponding self energy satisfy the condition : Im(Σ(z)) ≤ 0 for Im(z) ≥
0 , which is necessary (but not sufficient) for the annaliticity. The TCA formalism

provides a consistent rule for summing such class of diagrams so that the self energy and

Green’s function with proper analytic properties can be obtain. Also the diagrammatic

consistency generates all higher order graphs associated with a given type of scattering

and includes such scattering through out the material. In the two site version, this

method not only retains the analytic properties of the Greens function but also the

lattice translational symmetry of the configuration averaged greens function, however

this method is also suffers some limitations. The method is computationally extremely

difficult for a bigger cluster size and is nearly impossible to implement for a realistic

system. TCA beyond a pair approximation has not been implemented as yet.

2.6 Augmented space formalism

2.6.1 The Configuration Space

Let us first start with clarifying the mathematical concept of the configuration space

of a set of random variables. Depending on the nature of random variables, it assumes

different values for different circumstances. The set containing all possible values that

the random variables assume is called the configuration space of those random vari-

ables. If their are N-number of independent binary random variables, then each random

variable assumes two values therefore the set where all possible arrangements of these

N variables contains 2N sequences and hence the dimension of the space in this case is

2N . The idea will be more clear if we take a particular example of the Ising model.

This model consists of a set of spins {σR} arranged on a discrete lattice labeled by

{R}. Each spins can have two possible states or configurations : | ↑R〉 and |↓R〉.
For a single lattice site it only occupied by either | ↑R〉 or |↓R〉, i.e the configuration

space in this case is [(| ↑R〉), (| ↓R〉)]. Let us call this space φR. Now if we consider
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2.6 Augmented space formalism

there are only two lattice sites, then possible distribution of spins in this two sites are

[(|↓1〉,|↓2〉), (|↓1〉,| ↑2〉), (|↑1〉,| ↓2〉), (|↑1〉,|↑2〉)], which is the configuration space for

the sites with two random spins. The set of N-spins then have 2N possible configura-

tions, each of which can be written as a sequence of p-up states and (N-p) down-states.

The number (N-p) is defined as the cardinality of the configuration and the sequence

{C} of sites {Ri1, Ri2, Ri3, . . . RiNp
} where the down states sit is called the cardinal-

ity sequence of configuration. For example take a particular configuration of 6-spins

{↑1 ↓2 ↑3 ↓4 ↓5 ↓6}. It has a cardinality 4 and a cardinality sequence {2 4 5 6}. Another

configuration {↓1 ↑2 ↑3 ↓4 ↓5 ↓6} also has cardinality 4 but its cardinality sequence is

{1 4 5 6} which is distinct from the previous one. For a set of N-spins, the configuration

space Φ is of rank 2N and can be written as the direct product of the configuration

spaces of individual spins

Φ =
⊗∏
R

φR

It is quite straight forward to generalize these ideas when random variables assumes

more then two values. The configuration of an individual random variables can be

labeled as |κR〉 where κR = 1, 2, . . . . . . , n. The rank of φR is now n. Also the set of

N-variables will have nN possible configurations.

2.6.2 The formalism

The augmented space method was first introduce by Mookerjee(25, 26) is a feasible

technique for carrying out configuration averaging in disordered systems. Here we shall

discuss briefly about this formalism. Let us consider a set of independently distributed

binary random variables {nR} with probability densities pR{nR} and assume that the

pR{nR} has finite moment of all order. Clearly it is a reasonable assumption for almost

all physical distributions. Since probability densities are positive definite functions

therefore it can always be possible to express them as spectral densities of positive

definite operator NR as:

pR(nR) = − 1
π
=m

[
〈↑R |(zI−NR)−1| ↑R〉

]
(2.13)

where z → nR + i δ ; δ → 0, and | ↑R〉 is the average state defined in such a way that

the for any related quantity containing nR, 〈↑R |η| ↑R〉 gives average value of η
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2.6 Augmented space formalism

Since the resolvent of NR (zI −NR)−1 is Herglotz, and pR{nR} is assumed to be

such that it has finite moment of all order exists, so one can expand it as a continued

fractional form,

pi(ni) = − 1
π
=m 1

z − a0 −
b21

z − a1

(2.14)

For a binary distribution if nR takes the value 0 and 1 with probabilities x, y =

(1− x) then pR(nR) = xδ(nR − 1) + xδ(nR) we have : a0 = x, a1 = y and b1 =
√
xy,

and a representation of NR is (
x

√
xy√

xy y

)
In general if nR takes k different values with probability xk , then the configuration

space is spanned by k states : |k〉 which are the eigenstates of NR with eigenvalue k.

In that case the average state |∅R〉, which is the equivalent of | ↑R〉 is
∑

k

√
xk|k〉 where

xk is the probability of the variable NR to take the value k. The other members of the

countable basis |n〉 may be obtained recursively from the average state through :

|0〉 = |∅R〉

b1|1〉 = NR |0〉 − a0|0〉

. . . . . . . . . . . .

bn|n〉 = NR |n− 1〉 − an−1|n− 1〉 − bn−1|n− 2〉

In this basis, the operator NR thus has the traditional form,
a0 b1 0 0 0 . . .
b1 a1 b2 0 0 . . .
0 b2 a2 b3 0 . . .
0 0 b3 a3 b4 . . .
. . . . . . . . . . . . . . . . . .


We can see that there is a close relationship between the above procedure and the

recursion method described in the previous chapter. This is not surprising, since the

projected density of states and the probability density are both positive definite and

integrable functions. and in both the cases finite moments to all orders exists.
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2.6.3 Augmented Space Theorem

The problem addressed involves the configuration averaging of a function of many

independent random variables. e.g. � f({nR}) � where R labels a set of lattice

points. The first step is to associate with each random variable nR an operator NR

such that the spectral density of this operator is the probability density of the random

variable :

p(nR) = −(1/π)〈↑R |(nRI−NR)−1| ↑R〉

Also to each variable nR there is associated a configuration space φR spanned by the

states {| ↑R〉} then the augmented space theorem states that the average of any physical

quantity f(nR), which is a function of the set of random variables {nR} is given by

� f({nR}) �= 〈∅|̃f({NR})|∅〉 (2.15)

where f̃({NR}) is an operator which is a functional of {NR} and has the same form as

function f({nR}) of nR has. Further, |∅〉 =
∏⊗

R | ↑R〉 is the average configuration state

in the product space Φ =
∏⊗

R φR. Therefore information about all possible configura-

tions of the disordered system with random variables nR are kept in the product space

Φ. The statement of the theorem will be clear if we see the following mathematical

steps.

Let us start with a function f(nR) of a single random variable nR. The generaliza-

tion for a function of the set of many random variables is quite straight forward. The

average value of f(nR) can be expressed as:

� f(nR) � =
∫ ∞

−∞
f(nR) pR(nR)dnR

= − 1
π
=m

∫ ∞

−∞
f(nR)〈↑R |(nRI −NR)−1| ↑R〉dnR

Since the eigen vectors of the operator NR on the configuration space is a complete

set, we can write

� f(nR) � = − 1
π
=m

∑
k

∑
k′

∫ ∞

−∞
f(nR)〈↑R |k〉〈k|(nRI −NR)−1|k′〉〈k′| ↑R〉dnR
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But (nRI −NR)−1 is diagonal in the eigen basis of NR and is equal to δkk′
nR−k , so

� f(nR) � =
∑

k

∫ ∞

−∞
f(nR)〈↑R |k〉

[
− 1
π
=m(nR − k)−1

]
〈k| ↑R〉dnR

= 〈↑R |
∑

k

|k〉
∫ ∞

−∞
[f(nR)δ(nR − k)dnR] 〈k| ↑R〉

= 〈↑R |{
∑

k

|k〉f(k)〈k|}| ↑R〉 (2.16)

Now
∑

k |k〉f(k)〈k| is nothing but the spectral representation of the functional f̃(NR) of

the operator NR constructing by simply replacing the variable nR with the associated

operator NR in f(nR). Hence

� f(nR) � = 〈∅R|f̃(NR)|∅R〉 (2.17)

In general if there are independent random variables {nR} involved then the joint

probability distribution is given by :

P (nR1 , nR2 , . . . nRi . . .) =
∏

i

pi(nRi)

Proceeding in the same way we shall get average of functions of the set of random

variables as.

� f({nR}) �= 〈∅|f̃({ÑR})|∅〉

The operator ÑR are built up from the operators NR as :

ÑR = I⊗ I⊗ . . .⊗NR ⊗ I⊗ . . .

and |∅〉 is the average state in the full configuration space Φ.

Clearly this is a very powerful theorem as it reduce the problem of configuration

averaging to just a calculation of a spatial matrix element of an operator in the configu-

ration space constructed according to the given prescription above by using probability

distribution of the random variables. One can visualize in a way that the space where

disordered function or operators are defined is extended to a bigger space by including

the configuration space and in this enlarge space functions or operators are ordered

one. In this formalism any approximation has not yet been done so far for averaging ,

therefore the expressions are exact. Also the formalism preserves all intrinsic properties

of the function for example in case of greens function Harglotz properties are preserve
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which ensures positive density of states. One of the main advantage of this formalism is

that we can generalize it also for a system with correlated random variables. In practice

there are lots of alloys where this kind of randomness exists which comes mainly due

to the different chemical affinities of the constituent atoms. Formulation and use of

generalized version of this formalism will be discussed in our subsequent chapter. In

the following section we shall discuss how to perform configuration averaged electronic

structure calculations for a real system using augmented space formalism.

2.6.4 Augmented space recursion in TB-LMTO formulation

We have already showed in our previous section that the augmented space theorem

maps a disordered operator described in a space on to an ordered function in the

augmented space. For a real physical system the disordered Hamiltonian defined in a

real Hilbert space maps onto the configuration space Ψ which is nothing but the direct

product of the real Hilbert space and the configuration space of the random variables.

i.e. Ψ = H⊗Φ If the binary disordered system consisting of N number of sites then

the dimension of Ψ is N × 2N . For the calculation of real binary disordered alloy

using TB-LMTO method, we first need to express the TB-LMTO Hamiltonian in the

augmented space Ψ.

In terms of potential parameter and screened structure matrix, upto the second-order

TB-LMTO Hamiltonian in the most localized β representation is expressed as:

H = Eν + h− hoh (2.18)

with h =
∑

ν

(Cν − Eν)Pν +
∑
νν′

∆1/2
ν Sνν′∆

1/2
ν′ Tνν′

where ν, ν ′ are the composite indices of the position(R) and orbital(L) quantum num-

bers and Pν = |ν〉〈ν| , Tνν′ = |ν〉〈ν ′| are projection and translation operators respec-

tively in the Hilbert space spanned by the tight binding basis {|ν〉}. Now if we only

consider diagonal disordered then C, ∆, and o are random at each site and one can

express them in terms of the binary random variables nR as:

C̃ν = CA
ν nR + CB

ν (1− nR) = CB
ν + δCνnR

∆̃1/2
ν = (∆A)1/2

ν nR + (∆B)1/2
ν (1− nR) = (∆B)1/2

ν + δ∆1/2
ν nR

õν = oA
ν nR + oB

ν (1− nR) = oB
ν + δoνnR

where δCν = CA
ν − CB

ν and so on
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The representation of the Hamiltonian in the augmented space can be obtain simply

by replacing the local site occupation variable {nR} by corresponding operator {NR}.
Hence the form of the first order Hamiltonian in the augmented space is

H̃ =
∑

ν

(CB
ν Ĩ + δCνN

R)⊗ Pν

+
∑
νν′

[(∆B)1/2
ν Ĩ + δ∆1/2

ν NR]Sνν′ [(∆B)1/2
ν′ Ĩ + δ∆1/2

ν′ N
R]⊗ Tνν′ (2.19)

We have already shown that in {| ↑R〉} basis NR has the representation of

NR = xPR
↑ + yPR

↓ +
√
xy(TR

↑↓ + TR
↓↑) (2.20)

where PR
↑ = | ↑R〉〈↑R | and TR

↑↓ = | ↑R〉〈↓R | are the projection and transfer operator

respectively in the configuration space Φ.

Now replacing the form of NR in equation(2.20) in the Hamiltonian in (2.19) we

get the Hamiltonian operator in the enlarge space (augmented space)spanned by the

basis {|ν〉 ⊗ | ↑R〉 }. Using this Hamiltonian we perform the recursion process in the

augmented space and calculate the configuration averaged greens function as single

element of the greens function in this enlarge space.

2.6.5 DFT Self Consistency in the TB-LMTO-ASR

In this section we shall describe a fully self consistent scheme to perform first principle

electronic structure calculation for the disordered alloy by using TB-LMTO and ASR.

The whole scheme is divided into two parts. First we determine the structure constant

matrices S̄ for a given system. The canonical structure matrices are calculated in the

same way as the LMTO-ASA doses, that is expanding the tail of the envelop function

at site R around the other site R′, which are nothing but the expansion coefficient

of that expansion. From this canonical structure matrices S0 we obtain the structure

matrices for the tight-binging representation using the same mixing parameter α by

which LMTO-ASA reduces to its most localized representation via the transformation

S̄ = S0(I− ᾱS0)−1. The values of ᾱ were found to be independent of structure and are

given for s, p, and d electrons by ᾱs = 0.3485, ᾱp = 0.05303 and ᾱd = 0.00107 Since

structure matrices are only depends on the position of the atom and not the type of the

atom therefore it does not change in the total self consistency process. Now to construct
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the Hamiltonian we need potential parameters C̄l, ∆̄l in the most localized basis of the

LMTO. These are obtain from the orthogonal potential parameters Cl, ∆l, αl via the

relation
C̄l − El

Cl − El
=

∆̄l

∆l
= 1− (αl − ᾱl)

Cl − El

∆l
(2.21)

Cl, ∆l, αl are obtain by solving Schrödinger equation inside the Wigner-sitz sphere for

each type of atom. This part is called the atomic part and we treat this part of the

problem in the same way as k-space LMTO-ASA formalism does. That is we use the

same exchange and correlation term as one uses in LMTO-ASA formalism. The po-

tential and the corresponding potential parameters inside the Wigner-Sitz sphere can

be uniquely determined from the given occupation numbers of each local band, firs

and second order moment of the density of states relative to Eν and the logarithmic

derivative of the orbital wave function at the sphere boundary. The spherical aver-

aged charge density inside a WS sphere can be expressed in terns of the radial part

of the Schrödinger equation inside the sphere and the moments of the local density of

states. We choose the potential to be zero at the sphere boundary and corrected the

total energy and potential by adding madelung term while constructing the Hamilto-

nian. Starting from a guess charge density we made the local density potential and

φν(r), φ̇ν(r) are calculated to the given logarithmic derivative. Then we construct a

new charge density by occupying the wave functions according to the moments and

iterate this process until the self consistency achived in the atomic sphere. Eν is chosen

to be such that the first moment of the density of state for the occupied part of the

band always zero. To start the self-consistency process, we give reasonable guess for

the occupation, second moment and logarithmic derivatives and find nearly orthogonal

potential parameters for each type of atom from the atomic part. then using equation

2.21 we calculate C̄l, ∆̄l. Using C̄l, ∆̄l and the structure matrix S̄ we construct the

augmented space Hamiltonian in the same procedure discussed in the previous section.

Now we solve the eigen value problem of the disordered Hamiltonian by using recursion

technique in the augmented space and obtain the local density of state(LDOS) for each

type of atom and for each orbital. From LDOS we calculate new Eν , moments for each

band of each type of atom. The logarithmic derivatives are calculated from the Eν and

old potential parameters. Finally we supply all these moment an logarithmic derivative

in the atomic part for the calculation of new potential parameter which will use in the
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next iteration. We iterate this process until desire self-consistent values of moment and

the logarithmic derivative achived.

2.6.6 Problem of charge transfer, madelung potential and energy

Since the constituent atoms in an alloy are different, there should be charge transfer be-

tween them in the alloying process and the neutral atomic spheres are become charged.

As a result there Madelung energy become a significant part of the total energy. But

in this case Madelung potential is very difficult to define as it depends upon the far

environment in a given configuration.

In a single site CPA Johnson (28, 29) assumed that all atom of the same kind have

the same net charge QA or QB which does not affected by the environment. As a result

Qi = nRQA + (1− nR)QB

which follows on account for overall charge neutrality that

〈QRQR′〉 = 〈QR〉〈QR′〉 = 0

and hence Emad = 0. This assumption works in many cases but if the for the system like

CuZn alloy where the charge-transfer plays a significant role, it produces qualitatively

incorrect results. For a mean-field coherent potential approach, Kudrnovský and Drchal

(27) have suggested using different atomic radii for the constituents in such a way that

average total volume is conserved and the overlap is below the threshold value (15%),

one can make these spheres approximately neutral and therefore ignore the Madelung

contributions. In this procedure varying the ratio of the atomic spheres r = RA/RB is

very cumbersome, also Ruban and Skriver (30, 31) have shown that local environmental

effects (beyond the CPA) destroys the strict charge-potential alignment, and hence the

possibility of choosing electroneutral atomic spheres by a single ratio r. In our self

consistency process we have chosen the procedure namely screened impurity model

proposed by Ruban and Skriver (30, 31). According to their suggestion the net charge

of the alloy component embedded in the effective CPA medium is completely screened

by the first shell of its surrounding effective atoms and the screening charge is uniformly

distributed among all the Z1 nearest neighbor atoms. There for the Madelung potential

of the impurity atom is

V i
M = −e2Qi

R1
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where, i = A or B (labels the constituents of the alloy), Qi is the net charge of the

alloy component i in its own atomic sphere of radius Ra and R1 is the radius of the

first co-ordination shell. Consequently the Madelung energy is given by :

Ei
Madelung = −β∗e2Q

2
i

R1
(2.22)

where

β∗ = 1−
4∑

m=1

nm

2%m

with %m is the ratio of the radius of the m-th and 1st co-ordination shell. In case of

BCC and FCC structure the values of β∗ are 0.69155 and 0.65735 respectively.

2.7 Comments

In the first two chapters, we have given overviews on the techniques which we shall

use in our work : the density functional theory, the KKR and the tight-binding linear

muffin-orbitals method and CPA and the augmented space recursion. These will form

the backbone of the calculational techniques described in this thesis.
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Chapter 3

Excited states and the band gap

problem

3.1 Introduction

First-principles calculations based on the density functional theory (DFT) have been

eminently successful for the study of ground state properties of electrons in a solid (32).1

However, it has always been understood that the spectrum and wavefunctions of the

associated one-electron like Kohn-Sham equation have no specific significance beyond

the fact that they are used to obtain the ground-state density. Thus the unoccupied part

of the Kohn-Sham spectrum cannot be expected to describe correctly the excitations

of a many-electron system. On the other hand, the energy eigenvalue of the highest

occupied orbital, i.e. the orbital energy correcponding to the top of the valence band,

is (33) the exact ionization potential of the system. This is known as the ionization

potential theorem. Since adding an extra electron at the bottom of the conduction band

would hardly change the density of a bulk system, the ionization potential theorem leads

one to expect that the difference in the Kohn-Sham orbital energies corresponding to

the bottom of the conduction band and the top of the valence band should give the

correct band gap of semiconductors and insulators. However it is well known that such

an interpretation leads to gross underestimates of the band gaps of semiconductors in

comparison to the experiments. This is true even in solids like Ge, Si and the III-V

semi-conductors which are not “strongly correlated”. This underestimate of the band
1The contents of this chapter has been published in Physica B403, 4111 (2008)
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gap has been explained in terms of the derivative discontinuity (34, 35) of the exchange-

correlation energy functional. To circumvent this difficulty, we propose to look at the

calculation of the band gap as an excited-state problem. As such, the question we ask

is: could we set up a DFT for excited states, calculate the total energy for appropriate

excited-state and obtain the excitation energy as its difference from the ground state

total energy. We may then go on to interpret the band gap in a semi-conductor as

the difference of the energies between the ground state and an excited state where an

electron in the highest occupied state of the ground state is removed from it and excited

to the lowest unoccupied state.

The mathematical basis of a density functional theory for total energies in excited

states had been set up by Görling (36) and Levy and Nagy (37, 38), based on the

constrained search approach (4, 39). The theory has been put on a strong footing by

Samal and Harbola (40). The energy of the excited state of electron s in a solid may

be expressed as a bi-functional of both the excited state density and the ground state

density.

E[ρ, ρ0] = F [ρ, ρ0] +
∫

d3r V (r)ρ(r)

where V (r) is the ion-electron potential. F [ρ, ρ0] for the density ρ(r) of an excited state

is found from the constrained search formulation :

F [ρ, ρ0] =
min
Φ→ρ 〈Φ|(T̂ + V̂ee)|Φ〉

where Φ is orthogonal to all the wavefunctions which determine ρ0. The exchange-

correlation energy functional is then :

Exc[ρ, ρ0] = F [ρ, ρ0]− T0[ρ]− VH [ρ] (3.1)

This makes the functional non-universal and state dependent. If we now assume that

the excited-state density is non-interacting v-representable, we obtain the Kohn-Sham

equation : [
−1

2
∇2 + v(r) +

∫
ρ(r)r − r′ +

δExc

δρ(r)

]
φi(r) = εi φ(r) (3.2)

The excited state density is obtained from : ρ(r) =
∑

i fi φi(r)2 where the

occupation number fi are 0 or 1 depending on whether the state labelled by i are

occupied or not.
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3.2 Formulation

As in the ground-state theory, the exchange-correlation energy functional in excited-

state theory too has to be approximated. The problem of finding an excited-state

exchange-correlation energy functional is a challenging one and is further compounded

by the fact that the functional is not expected to be universal. Thus different functional

may have to be constructed for different classes of the excited-states. Recently, Samal

and Harbola (41) have proposed a local-density approximation (LDA) for the exchange

energy functional of excited-state theory for excited-states with one gap. The functional

has been applied to a large number of atomic excited-states to obtain very accurate

excitetaion energies for single and double-electron excitations. The functional has pre-

cisely the form rquired to calculate band-gaps of semiconductors using excited-state

DFT. The purpose of the present work is then to employ excited-state DFT to obtain

the band-gaps of a number of semiconducting and insulating materials. In the following

we give a brief description of the methodology employed by us and then present our

results.

3.2 Formulation

3.2.1 Total energy within the Density Functional Theory

As we discussed in the earlier section, the band gap in a semiconductor or an insulator

can be thought of as the lowest energy required to excite one electron out of a many-

electron ground state to one of the excited states of the system. Thus, in terms of the

transition energy,

∆Eg = Eex[ρ, ρ0]− Egr[ρ0] (3.3)

where Eex[ρ, ρ0] is the excited-state energy and Egr[ρ0] is the ground-state energy cor-

responding to the configurations mentioned above.

To obtain the total energies we turn to the solution of the variationally obtained

Kohn-Sham equation (3) :(
− ~

2m
∇2 + veff (r)

)
ϕi(r) = εi ϕi(r) (3.4)

where

veff (r) = v(r) +
∫

ρ(r′)
|r − r′|

dr′ +
δExc

δρ(r)
(3.5)
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3.2 Formulation

where v(r) is the ion-electron potential and the density is given by,

ρ(r) =
∞∑
i=1

fi |ϕi(r)|2 with
∞∑
i=1

fi = Ne

For the ensemble v−representable densities, the non-interacting kinetic energy func-

tional is given by

T [ρ] =
∞∑
i=1

fi εi −
∫
ρ(r) veff (r)

This immediately leads to :

E[ρ] =
∞∑
i=1

fi εi −
1
2

∫ ∫
ρ(r)ρ(r′)
|r − r′|

drdr′ −
∫

δExc

δρ(r)
ρ(r)dr + Exc[ρ(r)]

= EKS − EH − E(1)
xc + E(2)

xc (3.6)

3.2.2 Exchange Functional for excited states

There have been many attempts at obtaining accurate but approximate forms for the

exchange-correlation functional for the ground state. The simplest of them - the LDA

- follows the Dirac (42) approach and proposes the functional on the basis of exchange

energy for the homogeneous electron-gas. As mentioned above, adopting the same ap-

proach, Samal and Harbola (41) proposed an excited-state functional for the exchange-

energy and applied it to atoms to obtain accurate excited-state energies. In this work

we construct first a similar exchange-energy functional for semiconductors and insu-

lators and employ it to get the band gap of these materials as defined by 3.3 above.

The accuracy or otherwise of our proposition will be evident from the applications to

several semi-conductors and insulators.

As the first step towards setting up an excited-state functional, let us make a cor-

respondence between the excited state configuration that we are cosidering and similar

excitations in a homogeneous electron gas (HEG). This is shown in Fig. 4.1. In the

semi-conductor or insulator in its ground state, the electrons are filled up to the Fermi

level, that is, in reciprocal space electrons occupy states labelled by wave vectors from

k = 0 to kF . The same picture is true for the HEG, but in addition we have

k3
F = 3π2ρ0(r) (3.7)

where ρ0(r) is the almost uniform electron density in the ground state.
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k2
3k

k2
k1

Figure 3.1: Schematic picture of band - (left) SC : Filled valence band and the unfilled
conduction band in a semi-conductor or insulator for the ground and excited states.(right)
HEG : An equivalent picture for the homogeneous electron gas

On the other hand, for the lowest excited state in the semi-conductor or insulator,

the electron in the highest occupied state (HOS) in the ground state configuration

(GSC) is removed from that state and now occupies the lowest unoccupied state (LUS)

in the GSC. For the HEG this excited state configuration (ESC) corresponds to the

following : first, all states which were occupied in the ground state as well as in the

excited state we shall call the core states. If ρc(r) is the electron density due to the

electrons occupying the core states, then all states from k = 0 to k1 are occupied,

where

k3
1 = 3π2 ρc(r) (3.8)

Next, if ρr(r) is the electron density due to the electron in the HOS of GSC which has

been removed in the ESC, then

k3
2 − k3

1 = 3π2 ρr(r) (3.9)

Finally, if ρa is the electron density due to the electron in the LUS of GSC, which has

been added in the ESC, then

k3
3 − k3

2 = 3π2 ρa(r) (3.10)
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3.2 Formulation

The ground state density is ρ0(r) = ρc(r) + ρr(r) and the excited state density is

ρex(r) = ρc(r) + ρa(r) = ρ0(r) − ρr(r) + ρa(r). in an excited state of the system

the electrons will occupy the k-space differently from the ground state. The exchange

energy in the modified LDA (MLDA) can be obtained by integration over the reciprocal

space equienergetic spherical shell surfaces.

EMLDA
x = Ec

x + Ea
x + Ea−c

x

where
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Figure 3.2: Band - The Kohn-Sham band structure of Si showing the highest occupied
and and lowest unoccupied states used in our calculations

Ec
x = − 1

4π3

∫
k4

1dr

Ea
x =

1
8π3

∫ [
2(k3

3 − k3
2)(k3 − k2) + (k2

3 − k2
2)

2 ln
(
k3 + k2

k3 − k1

) ]
dr

Ea−c
x = − 1

8π3

∫ [
2(k3 − k2)k3

1 + 2(k3
1 − k3

2)k1 + (k2
2 − k2

1)
2 ln

(
k2 + k1

k2 − k1

)
−(k2

3 − k2
1)

2 ln
(
k3 + k1

k3 − k1

)]
dr (3.11)

It is easy to check from above that when k1 = k2 = k2 = kF , (3.11) reduces to

the ground state exchange functional. Equations (3.8)-(3.11) will then provide the
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3.2 Formulation

basis for the calculation of the total energies. Assuming no change in the orbital

eigenvalues corresponding to the ground- and excited-state configurations, which is a

good assumption for bulk systens, the band gap will be given by :

∆Eg = ∆EKS
g −∆EH −∆E(1)

xc

+ EMLDA
x [ρex; ρ0]− ELDA

x [ρex] (3.12)

where ∆EKS
g is the conventional Kohn-Sham gap, ∆EH is the difference in the Hartree

energy corresponding to the excited-state and the ground-state densities. Usually the

sum of the second and third terms in (3.12) are very small, which is the basis for

assigning the Kohn-Sham energy difference as the band gap. Thus we expect the

major correction to the conventional Kohn-Sham gap to come from the last two terms.

What these terms accomplish is to replace the LDA exchange energy corresponding to

the excited-state density ρex by the MLDA exchange energy. The latter is tailor-made -

and therefore more appropriate - for getting exchnage energy for an excited-state of the

kind considered for the band gap calculation. We note that the functional proposed

by Samal and Harbola also has self-interaction-correction terms in it. For extended

systems we expect these terms to be negligible and therefore do not include them in

the functional above.

3.2.3 The band gap calculation

We shall base our calculations in solids on the tight-binding linear muffin-tin orbitals

method within the atomic-sphere approximation (TB-LMTO-ASA) (43)-(46). In this

method the muffin-tin spheres are inflated to the Wigner-Seitz cell volume and the inter-

stitial contribution is neglected. The wavefunction is expanded in a basis of linearized

muffin-tin orbitals :

ψ(r, Ekn) =
∑
RL

uRL(Ekn) χLR(r)

χLR(r) = [ϕR`(r) + (Ekn − EνR`)ϕ̇R`)]YL(r̂)

Here, the muffin-tin orbitals χLR(r) belong to a well of type R, the angular momentum

L=(`,m). On linearizing the energy dependent basis, the expression for the spherically

averaged charge density contribution of an atomic sphere labelled by R for a state
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3.3 Results and Discussion

labelled by (kn) is :

ρR
kn(r) =

1
4π

∑
`

[
ϕR`(r)2 n

(0)
R` + 2ϕR`(r) ϕ̇

γ
R`(r) n

(1)
R`+{

ϕ̇γ
R`(r)

2 + ϕR`(r) ϕ̈
γ
R`(r)

}
n

(2)
R`

]
(3.13)

in terms of the following energy-moments :

n
(p)
R` = (Ekn − EνRL)p

∑
m

|uRL(Ekn)|2

From the Kohn-Sham band-structure we can identify the HOS and LUS states in recip-

rocal space. Uisng these values of (kn) we construct the removed and added electron

densities. The core electron density is obtainted by integrating the expression in (3.13)

over the states occupied in the core. These expressions are then used in (3.7)-(3.12)

to obtain the band gap. We point out that both the ground- and the excited-state

densities are constructed from a single ground-state calculation. This is justified since

one does not expect LUS to change much even if an excited-state KS calculation is

performed. An advantage of this is that the computational demand of our calculations

is pretty much at the same level as the ground-state calculations.

3.3 Results and Discussion

We shall first illustrate our calculations with a specific example, i.e. that of Si. The

Fig. 6.1 shows the Kohn-Sham band structure of Si and the HOS and LUS as obtained

from the regular Kohn-Sham LDA calculation. In addition to the HOS and LUS, the

calculations also gives the Kohn-Sham gap EKS
g (see Eq. 3.12 ). These states are then

used to construct the removed and added electron densities for the excited state. When

employed in equation 3.12, these densities yield the band gap of silicon. The results are

shown in Table 3.1. As is clear from the Table, our method improves the Kohn-Sham

band gap subtantially, bringing it very close to the exact exchange (47, 48, 49) and

experimental (50)-(57) band gap. Interestingly the correction to the band gap is 0.52

eV and arises essentially from the exchnage-energy difference between the ground- and

the excited-state. This difference is very close to the derivative discontinuity in the

exchange-correlation potential for Si obtained (58) from a GW calculation.
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Figure 3.3: Band gap - Band gaps calculated by different methods compared with the
experimental band gaps of a series of semi-conductors and insulators.

Having obtained accurate results for Si, we have performed similar calculations for

Ge, the III-V zinc-blende semiconductors GaP, GaAs, GaSb, InP, InAs and InSb, two

zinc-blende oxides MgO and CaO, and one Wurtzite structure oxide ZnO. The results

are displayed in Table 3.1 and Fig. 6.2 It is evident from the results that our procedure

yields uniformly accurate results for the band gaps of narrow band-gap to large band-

gap materials. However, for semiconductors like InAs and InSb which actually turn out

to be metals with zero Kohn-Sham gaps, our procedure is problematic. Therefore we

did the initial calculation with a lattice constant slightly smaller than the equilibrium

one, so that a very small Kohn-Sham gap appears and then redid our calculations. The

estimated band gaps in the MLSDA are slight over-estimations.

As mentioned before, since the band gap is calculated as an energy difference, we

expect the difference in SIC between the added and the removed states to be small.

We have carried out SIC corrections, as proposed by Samal and Harbola (40, 41), for

Si, GaSb and ZnO. For Si the gap changes from 1.01 eV to 1.02 eV; for GaSb from 0.94

eV to 1.06 eV and for ZnO from 3.35 eV to 3.37 eV. In all cases the correction is ∼ 1%
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confirmig our assumption.

Our correction is to the exchange energy functional alone. However, even with

the pure exchange correction major part of the correction to the Kohn-Sham gap is

achieved.

Table 3.1: Comparison of the calculated band gap (∆E) by the present work (LMTO-
MLDA) with the TB-LMTO Kohn-Sham gap, the LMTO based Hartree-Fock (LMTO-HF)
gap, the LMTO based exact exchange gap (LMTO-EXX) and the experimental (Exp) gap
for diamond lattice Si and Ge, zinc-blende III-V semiconductors and wurzite oxides of Zn,
Ca and Mg. Percentage deviation (%dev) of the pure exchange MLDA result without SIC
obtained in the present work from experiment is also quoted.

System Latt Par LMTO-KS LMTO-MLDA LMTO-HF LMTO-EXX Exp
A eV eV eV eV eV

Si 5.43(54) 0.49 1.01 5.6(50) 1.15(48) 1.17(52)
Ge 5.55 0.08 0.53 4.2(50) 1.57(48) 0.74(57)
GaP 5.45(57) 1.62 2.30 - - 2.32(57)
GaAs 5.65(54) 0.37 1.59 - - 1.52(57)
GaSb 6.00 0.07 0.94 - - 0.81(57)
InP 5.87(54) 0.71 1.65 - - 1.42(57)
InAs 6.04(54) 0.03 0.61 - - 0.43(57)
InSb 6.48(54) 0.01 0.59 - - 0.23(57)
MgO 4.21(56) 4.49 7.64 25.30(51) 7.77(47) 7.83(53)
CaO 4.80(56) 3.35 6.85 15.80(51) 7.72(47) 7.09(53)
ZnO 3.25,5.21(55) 0.87 3.35 - - 3.44(57)

3.4 Comments.

We have proposed a new functional form for the exchange in excited state problems.

Using our ideas we have obtained the band gap of a series of semi-conductors and

insulators. Our results agree very well with experiment. Our future plan is to extend

our ideas to obtain the entire excited state spectrum. This will form the groundwork

for our work on optical response. This will be a part of our future research plan.
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Chapter 4

Cluster Coherent Potential

Approximation

4.1 Introduction

The search for successful approximations for the study of configuration averaging in

disordered systems and ones: which preserve the Herglotz analytic properties 1 and

lattice translational symmetry of the averaged Green functions has thrown up several

alternative approaches. These methods to deal with disorder fall into four categories :

To the first category belongs the single-site mean-field coherent potential approx-

imation CPA. This approximation has been eminently successful in dealing with a

variety of disordered systems.

To the second category belong the generalizations of the CPA, of which, the aug-

mented space based methods : the cluster CPA (CCPA) suggested by Razee and Prasad

(59, 60), the itinerant CPA of Ghosh et.al.(61) (ICPA) and the augmented space recur-

sion (ASR) (62), are foremost. They not only retain the necessary analytic (Herglotz)

properties and lattice translational symmetry of the averaged Green function, as the

CPA does, but also properly incorporate local environment effects.

To the third category belong the super-cell based calculations. Zunger (63) sug-

gested that if we construct a super-cell and populate its lattice points randomly by the

constituents so as to mimic the concentration correlations in the random alloy, a single
1A complex function f(z) is called Herglotz if (a) its singularities lie on the real z axis (b)

Sgn(Imf(z)) = −Sgn(Imz) and (c) f(z) ∼ 1/z as z → ±∞+ i0.
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4.1 Introduction

calculation with this super-lattice should approximate the configuration average in the

infinite random system.

The above methods are essentially real space approaches. There is a fourth class of

techniques based on reciprocal-space renormalization : the non-local CPA (NL-CPA).

The underlying idea was first suggested by Jarrel and Krishnamurthy (64) and applied

to CuZn alloys by Rowlands et.al.(65). The method is capable of taking into account

environmental effects and short-ranged ordering.

Of all the single-site approximations, the CPA alone maintains the essential Her-

glotz analytical properties and lattice translational symmetry of the averaged Green

function. However, whenever there is either strong scattering due to disorder-induced

configuration fluctuations, as in dilute, split-band alloys or when local environment ef-

fects like short-ranged ordering, clustering and segregation, or local lattice distortions

due to size mismatch of the constituent atoms become important, the single-site based

CPA becomes inadequate.

The aim of this communication will be to extend the ideas suggested by Razee and

Prasad (59, 60) to realistic alloys and apply it to CuZn as a test case. The basic idea

behind our method is to look at a particular site in the lattice, it does not matter

which, and then estimate the effect of its random environment on a local electronic

property at that site. Homogeneity of disorder ensures the the environment of any

site is statistically equivalent to that of all others. We retain the randomness of the

immediate environment and replace the far environment by an effective medium. The

effect of the environment is obtained by downfolding it onto the chosen site using

of the partitioning theorem The partitioning theorem states that if we partition a

Hilbert space H = H1 ∪ H2 and H1 ∩ H2 = ∅, then if H is an operator in H, then

H−1 = (H1+H ′T H−P2
2 H ′)−P1 , where−Pj denotes the inverse in the subspace Hj while

Hj = Pj H Pj and H ′ = Pj H Pj′ , Pj is the projection operator onto the subspace

Hj . The ASR has a very similar approach : choosing a site to begin recursion and

then repeatedly downfolding further and further environments (66)-(11) on to it. The

main difference between the two approaches is the way in which the far environment

is estimated. In the ASR we do it through the ‘terminating’ procedure (68), while

in the CCPA we approximate it with an effective medium which is self-consistently

generated using mean-field ideas. We should note that our approach is different from
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4.2 The TB-LMTO-ASR formalism for binary alloys

the embedded cluster approaches (69, 70) where the cluster is embedded in a CPA

medium with no attempt to generate it self-consistently.

4.2 The TB-LMTO-ASR formalism for binary alloys

Our study of the electronic structure of disordered binary alloys will begin with the

solution of the Kohn-Sham equation (3), where the effective one electron Hamiltonian

will be represented in the minimal basis set of a linear muffin-tin orbitals (TB-LMTO)

approach in the so-called most localized or β representation (71). The choice of the β

representation is dictated by our subsequent application to substitutionally disordered

alloys where the disorder is local and a real space formulation with a sparse Hamiltonian

is most convenient. The Hamiltonian in this representation is given by :

Hβ =
∑

~R

Cβ
~R

P~R +
∑

~R

∑
~R′

∆β
~R

1/2
Sβ

~R~R′
∆β

~R′

1/2
T~R~R′ (4.1)

where ~R, ~R′ are the positions of the ion-cores, the potential parameters are matrices

in angular momentum (L = (`mσ)) space, the operator P~R = |~R〉〈~R| and T~R~R′ =

|~R〉〈~R′|+ |~R′〉〈~R| are the projection and transfer operators on the space spanned by the

muffin-tin orbital basis set {|~R〉}. The quantities Cβ
~R

and ∆β
~R

are diagonal in angular

momentum space and describe the positions and widths of the energy bands. The

short-ranged structure matrix Sβ
~R~R′

is dependent on the spatial arrangements of the

muffin-tin potentials and in a substitutionally disordered alloy is usually non-random

: Sβ
~R~R

= Sβ
0

and Sβ
~R~R′

= Sβ(~R-~R′). In what follows, the diagonal part Sβ
0

has been

incorporated within the diagonal potential parameter Cβ
~R
. If the constituents, however,

have large differences in atomic size, there could be local lattice distortions which. are

significant and lead to off-diagonal disorder in the structure matrix. The Green function

may now be written as :

G~R~R′
(z) = λβ

~R
(z) δ~R~R′ + . . .

+ ∆β
~R
(z)

−1/2
T β

~R~R′
(z) ∆β

~R
(z)

−1/2
(4.2)

where

Tβ(z)−1 =
∑

~R

P β
~R
(z) P~R −

∑
~R

∑
~R′

Sβ
~R-~R′

T~R~R′
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P β
~R
(z) = ∆β

~R

−1/2 (
zI − Cβ

~R

)
∆β

~R

−1/2

λβ
~R
(z) = (γ − β) ∆γ

~R

−1/2 ∆β
~R

1/2
(4.3)

the values for the parameters βL = β` for which we have maximum localization of

the structure matrix are given by Andersen (71) while the parameters γ` are obtained

through the LMTO procedure together with the other potential parameters.

In the absence of off-diagonal disorder in the structure matrices, all random ‘poten-

tial parameters’ in the Hamiltonian representation are local quantities and this repre-

sentation is ideal for the description of substitutional randomness. We associate with

each ~R labeled member of the basis set a random ‘occupation’ variable n~R such that

n~R =


1 if site ~R is occupied by a A atom,

with probability y
0 if site ~R is occupied by a B atom,

with probability x = 1− y

Putting this back in Eqn. (4.2) and taking configuration averaging we get,〈〈
G~RL,~RL

〉〉
=

〈〈
λβ

~RL

〉〉
+ µ2

L(z)
〈〈
T β

~RL,~RL
(z)

〉〉
+ . . .

+ µL(z)
〈〈
T β

~RL,~RL
(z) n~R

〉〉
δµL(z) + . . .

+ δµL(z)
〈〈
n~R T β

~RL,~RL
(z)

〉〉
µL(z) + . . .

+ δµL(z)
〈〈
n~R T β

~RL,~RL
(z) n~R

〉〉
δµL(z) (4.4)

where δµL(z) = ∆β
AL(z)

−1/2
−∆β

BL(z)
−1/2

and µL(z) = ∆β
AL(z)

−1/2
.

We shall now introduce the augmented space formalism for configuration averaging.

The ideas behind the approach have been described in great detail in a monograph

(26). Here we shall briefly introduce only those essential points which will enable us to

describe the cluster coherent potential approximation :

(i) The augmented space approach (25) replaces all the random variables n~R by

operators N~R whose projected spectral density is the probability density of the

variables n~R. The eigenstates of N~R span the “configuration space” of n~R.

(ii) We work in a new basis of representation : |∅~R〉 =
√
y|1~R〉+

√
x|0~R〉, the average

state, and |{1~R}〉 =
√
x|1~R〉 −

√
y|0~R〉, which describes a fluctuation about the
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4.2 The TB-LMTO-ASR formalism for binary alloys

average state. These two states span the configuration space φ~R of n~R (of rank

2).

(iii) The full configuration space of all the variables {n~R} is Φ =
∏⊗

~R
φ~R and the

configuration states are labeled by the sequence of sites where we have a state |1~R〉.
For example, the configuration {0~R, 1~R′ , 1~R′′ , 0~R′′′ . . .} is denoted by the sequence

{C} ≡ {~R′, ~R′′}. This sequence is called the ‘cardinality’ sequence and it uniquely

labels a given configuration. In configuration space : 〈{C}|{C′}〉 = δ(C,C′).

(iv) The operators in full configuration space corresponding to the binary random

variables {n~R} Φ =
∏⊗

~R
φ~R are : 1

N̂~R = y P̂∅~R + x P̂1
~R

+
√
xy T̂01

~R
(4.5)

here, P̂λ
~R

= I⊗. . .⊗|λ~R〉〈λ~R|⊗. . . and T̂λλ′

~R
= I⊗. . .⊗

(
|λ~R〉〈λ

′
~R
|+ |λ′~R〉〈λ~R|

)
⊗. . .

where λ 6= λ′ = ∅, 1

The projection operator counts the number of configuration fluctuations at the

site ~R, while the transfer operators create or annihilate configuration fluctuations

at the site ~R.

(v) Any random local potential parameter X~R in the Hamiltonian now can be ex-

pressed in terms of n~R as in Eqn. (5). The augmented space theorem replaces n~R

by corresponding operator N̂~R, so X~R is replaced by an operator X̂~R in the ‘con-

figuration’ space spanned by the ‘configuration’ states of N~R and can be written

as:

X̂~R = A(X) P̂0
~R

+B(X) P̂1
~R

+ F (X) T̂01
~R

(4.6)

where

A(X) = � X �= yXA + xXB

B(X) = xXA + yXB

F (X) =
√
xy(XA −XB) (4.7)

1The following notation has been adopted : unmarked operators X act on the space H spanned by

the LMTO basis. Hatted operators bX act on the configuration space Φ and tilded operators eX act on

the augmented space H ⊗ Φ
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4.2 The TB-LMTO-ASR formalism for binary alloys

(vi) The augmented space theorem (25) tells us that the configuration average of any

function of {n~R} is :

� f [H({n~R}] �= 〈{∅}| f̂ [Ĥ({N̂~R}) |{∅}〉 (4.8)

where |{∅}〉 =
∏⊗

~R
|{0~R}〉.

(vii) Let us now apply the augmented space theorem to the different averages quoted

in Eqn. (4.4) :〈〈
T β

~RL,~RL
(z)

〉〉
= 〈~RL⊗ {∅}|T̃β(z)|~RL⊗ {∅}〉

〈〈
T β

~RL,~RL
(z) n~R

〉〉
= y 〈~RL⊗ {∅}|T̃β(z)|~RL⊗ {∅}〉 . . .

+
√
xy 〈~RL⊗ {∅}|T̃β(z)|~RL⊗ {~R}〉

〈〈
n~R T β

~RL,~RL
(z)

〉〉
= y 〈~RL⊗ {∅}|T̃β(z)|~RL⊗ {∅}〉 . . .

+
√
xy 〈~RL⊗ {~R}|T̃β(z)|~RL⊗ {∅}〉

〈〈
n~R T β

~RL,~RL
(z) n~R

〉〉
= y2 〈~RL⊗ {∅}|T̃β(z)|~RL⊗ {∅}〉 . . .

+ y
√
xy

[
〈~RL⊗ {∅}|T̃β(z)|~RL⊗ {~R}〉 . . .

+ 〈~RL⊗ {~R}|T̃β(z)|~RL⊗ {∅}〉
]
. . .

+ xy 〈~RL⊗ {~R}|T̃β(z)|~RL⊗ {~R}〉

where

T̃β(z)−1 =
∑

~R

A(P β) P~R ⊗ Î . . .

+
∑

~R

B(P β) P~R ⊗ P̂1
~R
. . .

+
∑

~R

F (P β) P~R ⊗ T̂∅1~R . . .

−
∑

~R

∑
~R′

Sβ
~R-~R′′

T~R-~R′′ ⊗ Î

the functions A,B and F are defined in the Eqn. (4.7).
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4.3 The cluster coherent potential approximation

We shall make two comments here : First, it is important to note that the result

quoted above is exact. Although the mathematical formulation is attractive, it is not

very useful for actual calculations in specific real alloy systems, since the dimension of

the augmented space is essentially infinite and the representation of the operators are

matrices of infinite rank. We need to introduce approximations which maintain the

analytic and lattice translation properties of the configuration averaged Green func-

tions. Several approximations have been proposed earlier. We shall discuss one such

in the next section and present it in a way that will allow us to use it as the basis for

a calculation algorithm for real alloy systems.

The second comment is that the above formulation closely follows the Kohn-Korringa-

Rostocker (KKR) method, which is the parent method of the LMTO. A KKR-CCPA

formulation can therefore be stated exactly along the same lines. The correspondences

are :

P~RL(z) =⇒ τ−1
~RL

(z) S~RL,~R′L′ =⇒ −B~RL,~R′L′

T~RL,~R′L′(z) =
[
(P (z)− S)−1

]
~RL,~R′L′

=⇒[
(τ−1(z) +B)−1

]
~RL,~R′L′

4.3 The cluster coherent potential approximation

We shall begin by the basic assumption of all mean-field theories : we suppose that

there is a lattice translation symmetric effective system with a ‘Hamiltonian’ :

Teff(z) = Heff(z)−1 =∑
~R

P eff(z) P~R −
∑

~R

∑
~R′

Seff(~R-~R′ ; z) TRR′

−1

such that : 〈〈
T β

~R~R′
(z)

〉〉
= T eff(~R-~R′ ; z)

The problem to address then is the derivation of the effective medium terms P eff(z)

and Seff(~R-~R′ ; z).

To do this, let us first choose a site ~R0 with its cluster environment Ξ~R0
(see Fig. 1).

In the full augmented space we choose the ‘augmented’ cluster, that is the cluster Ξ~R0

and all its possible configurations described by the cardinality sequences {C(Ξ~R0
)} of
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4.3 The cluster coherent potential approximation

the type {∅} or {~R1, ~R2, . . . ~Rk} where 1 ≤ k ≤ n (the cluster size) and ~R1, ~R2 . . . ∈ Ξ~R0
.

Let us call the space spanned by Ξ~R0
⊗ {C(Ξ~R0

} as Ψ~R0
. This is of rank n× 2n.

We shall now replace the entire remaining part of the lattice by the effective

‘medium’ described in Eqn. (4.9). The configuration space now reduces to the dimen-

sion 2n of the configuration space of the cluster Ξ~R0
alone, spanned by states {C(Ξ~R0

)}.
In this far environment, outside the cluster, the configuration space collapses, as the

effective medium is no longer random and there is just one configuration. We shall

denote this collapsed augmented space by Ψ′.

We shall partition the collapsed augmented space Ψ′ into the space, Ψ~R0
and the

far environment (Ψ̄~R0
= Ψ′\Ψ~R0

).

The picture is now as follows : at the centre of our system is the site ~R0 at which the

occupations are random. In its immediate or near environment is made up of the rest

of the sites of the cluster Ξ~R0
. The Hamiltonian associated with the near environment

is also random. Beyond that is the far environment which has been approximated by

the non-random mean-field, effective medium. If we now look at the “Hamiltonian”

given in Eqn. (4.9) we note that it remains invariant under the translation operator Tχ

where, Tχ|~R, {~R1, ~R2, . . . ~Rk}〉 = |~R+χ, {~R1 +χ, ~R2 +χ, . . . ~Rk +χ}〉. Consequently it

is immaterial where we choose the cluster centre ~R0. We shall proceed to calculate the

effect on the site ~R0 of its environment, both near and far. Since the procedure does

not depend upon the choice of ~R0, its results for the configuration average should be

lattice translationally invariant. This result is crucially dependent on the homogeneity

of disorder. If the probability density p(n~R) depended upon ~R the above statement

would not be true.

The effects of the far and near environments are estimated through repeated down-

foldings : first the far environment on the near environment and then the latter onto
~R0. The details of the mathematics can be obtained from EPAPS (72). We shall quote

here the main results. The downfolding of the far environment leads to :

T̃
β
0 (z) = (A1 −B)

−PΨ~R0

A1 = PΨ~R0

[
T̃

β
0 (z)

−1
]

PΨ~R0
(4.9)

The effect of the far environment is contained in B. If we define the self-energies as :

P eff(z) =
〈〈
P β

〉〉
+ Σ

0
(z)

Seff(~R− ~R′; z) = Sβ(~R− ~R′) + Σ(~R− ~R′; z)
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4.3 The cluster coherent potential approximation

then it can be shown that :

B(~k, z) = Seff(~k, z) g(~k, z) Seff(~k, z) (4.10)

where

g(~k, z) = T eff(~k, z)
(
I + ∆(~k, z) T eff(~k, z)

)−1

and ∆(~k, z) = Σ
0
(z) + Σ(~k, z)

It is obvious from Eqn. (4.10) that the matrix elements of B are themselves func-

tionals of P eff and Seff :

B =
∑

R∈ΞR0

B
0

[
P eff(z);Seff(z)

]
P~R . . .

. . .−
∑

R,R′∈ΞR0

B
(
R-R′;P eff(z);Seff(z)

)
T~R~R′

and

T eff(~R-~R′; z) =
∫
d3~k

8π3
ei~k·(~R-~R′)

[
P eff(z)− Seff(~k, z)

]−1

B(~R-~R′ ; z) =
∫
d3~k

8π3
ei~k·(~R-~R′) B(~k; z) (4.11)

Having downfolded the effect of the ‘far’ environment on to the cluster chosen, the

augmented space has been reduced to Ψ0 of rank n × 2n where n is the size of Ξ~R0
.

The next step would be to partition Ψ0 to a space Φ of rank n , spanned by the states

|~R ∈ Ξ~R0
⊗ ∅〉 and its complement Φ̄ in Ψ0.

T̃0 =


D1 D′

DT D2


The downfolding theorem gives :

D
−PΦ
1 =

(
D1 −D′ D

−PΦ̄
2 D′T

)−PΦ

(4.12)

We now are working in the vastly reduced augmented space of dimensionm. All inverses

will now refer to this m-dimensional Hilbert space.
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4.3 The cluster coherent potential approximation

Again, with a little mathematics (details of which can be accessed from EPAPS (72)),

we obtain the self-consistency equations for the self-energies :

Σ
0
(z) = B

0
(z) +

〈
~R

∣∣∣∣∣∣ K
∣∣∣∣∣∣ ~R 〉

Σ
(
~R-~R′; z

)
= B(~R-~R′; z) +

〈
~R

∣∣∣∣∣∣ K
∣∣∣∣∣∣ ~R′

〉
where ~R, ~R′ ∈ Ξ~R0

; D
−PΦ̄
2 = K and〈
~R

∣∣∣∣∣∣∣∣ =
∑

~R′′ 6=Ξ~R0

σ(~R-~R′′; z)〈~R′′ ⊗ {∅}|+ . . .

. . .+ F (P β)〈~R⊗ {~R}|

σ
(
~R-~R′; z

)
= Sβ(~R-~R′)−B

(
~R-~R′; z

)
The matrix elements in Eqns.(4.13) are written in terms of the matrix elements of K :

〈~Rp ⊗ {∅}|K|~Rp′ ⊗ {∅}〉 , 〈~R⊗ {∅}|K|~Rp ⊗ {~Rp}〉

and 〈~Rp ⊗ {~Rp}|K|~Rp′ ⊗ {~Rp′}〉 where p, p′ = 0, 1

Since the subspace Φ̄ of the full augmented space is of finite rank, these matrix elements

of K can be obtained by a simple matrix inversion of D2 in this subspace.

The two downfolding procedures are best illustrated by the schematic figure 4.1

shown here.

These are the equations for the CCPA self-energies. We again emphasize that the

choice of ~R0 is immaterial and in the absence of anisotropy in the Hamiltonian, so is

the choice of ~R1. The effective medium off-diagonal matrix element in the direction of
~R2 − ~R0 is related to that in the direction ~R1 − ~R0 by a rotation matrix :

Seff(~R0 − ~R2; z) = UT Seff(~R0 − ~R1; z) U

Finally, we need to calculate the other average terms in Eqns. (4.4) and (4.9). For this

we partition the T̃
β
0 into a subspace π of rank 1, spanned by the state |~R0 ⊗ ∅〉 and its

complement π̄ in Ψ0.

Γ̃0 =


E1 E′

E′T E2


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4.3 The cluster coherent potential approximation

=

+ B0

B1

= = + Σ 0

+ Σ1=

Downfoldings

far environment near environment

Figure 4.1: Downfolding - The downfoldings of the far and near environments. The
cluster centre is shown in red, the near environment in green and the far environment in
blue. Successive downfoldings renormalize the Hamiltonian matrix elements.

Downfolding and taking appropriate matrix elements (see EPAPS (72)) we get :

〈~R0 ⊗ {∅}|Tβ|~R0 ⊗ {~R0}〉 =〈〈
T β

~R0, ~R0

〉〉 F (P β) Γ(2)
~R0, ~R0

+
∑

~R 6=~R0

σ(~R0-~R; z) Γ(1)
~R,~R0


=

〈〈
T β

~R0, ~R0

〉〉
W ~R0, ~R0

〈~R0 ⊗ {~R0}|Tβ|~R0 ⊗ {∅}〉 = W ~R0, ~R0

〈〈
T β

~R0, ~R0

〉〉

〈~R0 ⊗ {~R0}|Tβ|~R0 ⊗ {~R0}〉 =

Γ(2)
~R0, ~R0

+W ~R0, ~R0

〈〈
T β

~R0, ~R0

〉〉
W ~R0, ~R0

where

Γ(2)
~R0, ~R0

= 〈~R0 ⊗ {~R0}|E−Pπ̄

2
|~R0 ⊗ {~R0}〉

Γ(1)
~R,~R0

= 〈~R⊗ {∅}|E−Pπ̄

2
|~R0 ⊗ {~R0}〉
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4.4 Configuration averaged spectral functions and complex band-structures

Now substituting in Eqns. (4.4) and (4.9) we get :〈〈
G~R0

~R0

〉〉
=

〈〈
λ~R0

〉〉
+ µeff

~R0

〈〈
T β

~R0
~R0

〉〉
µeff

~R0

. . .

+δµ Γ(2)
~R0

~R0
δµ

where : µeff
~R0

=
〈〈
µ
〉〉

+
√
xy δµ W ~R0

~R0

4.4 Configuration averaged spectral functions and com-

plex band-structures

Going back to Eqns. (4.2) and (4.13) we note the following : homogeneity of disorder

leads to µeff
~R0

= µeff =
〈〈
µ
〉〉

+
√
xy δµ W and

〈〈
G(R0-R1 ; z)

〉〉
= µeff(z)

〈〈
T β(R0-R1 ; z)

〉〉
µeff(z)

Spatial homogeneity gives :

〈〈
G(~k ; z)

〉〉
= µeff(z)

〈〈
T β(~k ; z)

〉〉
µeff(z) (4.13)

where 〈〈
T β(~k ; z)

〉〉
=

(〈〈
P β

〉〉
− Sβ(~k) + Σ

0
(z)− Σ(~k ; z)

)−1
(4.14)

The self-energy in reciprocal space may be obtained from Eqn. (4.13) by Fourier

transformation :

Σ(~k; z) =
∑

~χ

Σ(~χ; z) exp(i~k · ~χ) (4.15)

where ~χ are the vectors joining any two sites in the cluster. We should note that

although the Hamiltonian may have only nearest neighbour matrix elements, because

of downfolding of the far environment, the self-energies, in general, connect all sites of

the cluster.

The configuration averaged spectral function is given by :〈〈
A(~k,E)

〉〉
= − 1

π
lim
δ→0

=m Tr
〈〈
G(~k ;E + iδ)

〉〉
(4.16)

Unlike the periodic solid where the spectral function is a bunch of delta functions at

the eigenvalues of the periodic Hamiltonian, for disordered systems aperiodicity in the

68



4.5 Comments

potential leads to scattering of the Bloch like functions. Consequently the complex

self-energy gives both a shift and a Lorenzian width to the delta functions.

The complex band structure of random systems is obtained directly from the spec-

tral functions. For ordered materials for a given ~k the spectral function A(~k,E) is

a bunch of delta functions at E = E(~k). For disordered materials the configuration

averaged spectral functions have peaks at E(~k) which locate the position of the bands.

If we fit Lorenzians around these peaks, the half-widths will measure the spread or

“fuzziness” of the bands. This has been plotted in Fig. 3. We should note that the

spectral function near a peak may have considerable asymmetry. In such cases we re-

ally cannot fit it to a Lorenzian near the peak. This description becomes inaccurate in

those circumstances.

4.5 Comments

We stress again that the downfolding approach here differs significantly from the earlier

proposed cluster coherent potential approximations. We do not begin by partitioning

the Hilbert space into clusters. There were always objections that the procedure was

not unique and the results violated the translation symmetry of averaged quantities :

replacing it by a cluster translational symmetry. Rather, our approach focuses on any

site and estimates the effect of configuration fluctuations of its environment on the local

properties at that point, using a downfolding technique. In the augmented space, if the

disorder is homogeneous, the environment of every site is identical. Thus our choice

of the central site is immaterial and the formulation maintains the lattice translational

symmetry of configuration averaged quantities. In case the system has more than one

atom per unit cell, we can generalize our ideas concentrating on a unit cell (instead of

a site) and estimating the effect of configuration fluctuations of the environment of the

cell by the downfolding technique.

We distinguish both the immediate or near environment and retain its randomness

exactly and the far environment which we approximate by an effective medium. We

go on to obtain this effective medium self-consistently using successive downfoldings.

Razee and Prasad (60) have shown that if we consider the entire environment of a

site as an effective far environment we recover the single-site CPA. In that sense the

formulation is a generalization of the CPA.

69



4.6 Short ranged order

In a formal paper Razee et.al.(73) have shown that the downfolding generalization

retains the Herglotz analytic properties of the approximated averaged Green function.

This is an essential property of any successful generalization of the CPA.

The CCPA proposed here is closely related to the TB-LMTO-ASR (74, 75), which

is based on the recursion method (11). It is known that the recursion method suc-

cessively partitions the full augmented space into subspaces which are successively the

further and further shell-environments of the starting site. The continued fraction ex-

pansion of the Green function is generated by repeated downfolding using successive

applications of the partitioning theorem. In the TB-LMTO-ASR the near environment

is the number of recursion steps one carries out exactly and the far environment is

estimated approximately through the terminator (76). In our present formulation, the

far environment is estimated in a more transparent self-consistent mean-field approach.

The formulation also has close affinities with the itinerant cluster coherent potential

(ICPA) proposed by Leath (61). Since the idea of approximation is very similar, it

would be interesting to work out an exact relationship between the two. Similarities

with the traveling cluster approximation (TCA) of Mills et.al.(77, 78) is also apparent,

although the TCA approached the problem from a multiple scattering approach. For

the CPA, the mean-field and the multiple scattering approaches give identical results.

It would be interesting to examine whether this is true also for this CCPA and the

TCA. We propose to examine these relationships in a subsequent communication.

4.6 Short ranged order

In the previous section we have described a CCPA approach based on the augmented

space formalism for substitutional alloys whose occupation probabilities are homoge-

neously and independently distributed. However, most disordered alloys have a certain

degree of short-ranged order (SRO) dictated by the local chemistry of the constituents.

Such SRO cannot be described by single-site mean field approximations. On the other

hand, the approach suggested by us, where the effect of the environment of any chosen

site is estimated by a downfolding procedure, is ideal for such a description. Short

ranged order is described by correlated distribution of the site occupation variable of

any chosen site with those of its near environment. In an earlier communication Mook-

erjee and Prasad (79) had generalized the augmented space formalism to include such
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4.6 Short ranged order

SRO. In the downfolding procedure to obtain the self-consistent equations for the self-

energies, we had partitioned the augmented space into one spanned by |~R0 ⊗ ∅〉 and

|~R0 ⊗ {~R0}〉. We shall do this again, but this time the augmented space operator N̂~R0

given in Eqn. (4.5) will be replaced by Eqn. (17) of Mookerjee and Prasad (79) :

N̂~R0
= y Î + (x− y) P̂01

~R0
~R1

+ (X − y) P̂10
~R0

~R1
+ . . .

+(X ′ − y) P̂11
~R0

~R1
+B1 Q̂

0,01
~R0

~R1
+B2 Q̂

1,01
~R0

~R1
+ . . .

+B3Q̂
′ 01,0
~R0

~R1
+B4 Q̂

′ 01,1
~R0

~R1
+B5

~̂R
01,01

~R0
~R1

(4.17)

where,

P̂λλ′

~R0
~R1

= I ⊗ . . .Pλ
~R0
⊗ . . .Pλ′

~R1
⊗ . . .

Q̂
λ,λ′λ′′

~R0
~R1

= I ⊗ . . .Pλ
~R0
⊗ . . .Tλ′,λ′′

~R1
⊗ . . .

Q̂
′ λ′λ′′,λ
~R0

~R1
= I ⊗ . . .Tλ′λ′′

~R0
⊗ . . .Pλ

~R1
⊗ . . .

~̂R
λλ′,λλ′

~R0
~R1

= I ⊗ . . .Tλ,λ′

~R0
⊗ . . .Tλλ′

~R1
⊗ . . .

where λ, λ′, λ′′ = 0, 1 and

X = y − α(y − x) X ′ = x+ α(y − x)

B1 = y
√

(1− α)x(y + αx) + x
√

(1− α)y(x+ αy)

B2 = x
√

(1− α)x(y + αx) + y
√

(1− α)y(x+ αy)

B3 = α
√
xy = −B4

B5 =
√
xy

[√
(1− α)x(y + αx)−

√
(1− α)y(x+ αy)

]
The rest of the downfolding procedure follows exactly as before and leads to the self-

consistency equations :

Σ~R0
(z) = B

0
(z) +

〈
~R0

∣∣∣∣∣∣ K
∣∣∣∣∣∣ ~R0

〉
Σ(~R0-~R1; z) = B(~R0-~R1; z) +

〈
~R0

∣∣∣∣∣∣ K
∣∣∣∣∣∣ ~R1

〉
where, 〈

~R0

∣∣∣∣∣∣∣∣ =
∑

~R′′ 6=Ξ~R0

σ(~R0-~R′′; z)〈~R⊗ {∅}|+ . . .
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4.7 Off-diagonal disorder

+F1(P β)〈~R0 ⊗ {~R0}|+ F2(P β)〈~R0 ⊗ {~R1}|

+F3(� P β �)〈~R0 ⊗ {~R0
~R1}| ‘

〈
~R1

∣∣∣∣∣∣∣∣ =
∑

~R 6=Ξ~R0

σ(~R1-~R; z)〈~R⊗ {∅}|+

+F (P β)〈~R1 ⊗ {~R1}|

where,

F1

(
P β

)
= B4(P β

A
− P β

B
) F2

(
P β

)
= B2(P β

A
− P β

B
)

F3

(
P β

)
= B5(P β

A
− P β

B
) F

(
P β)

)
=
√
xy (P β

A
− P β

B
)

The Eqn. (4.18) then replaces the earlier Eqn. (4.13). It is clear that the SRO

affects the self-consistent far environment through the self-consistency equations. Our

approach is thus superior to some earlier approaches where the cluster with SRO was

immersed in a single-site CPA medium.

Finally the expression for W ~R0
~R0

is replaced by :

W ~R0
~R0

= F1

(
P β

)
Γ(2)

~R0
~R0

+ F2

(
P β

)
Γ(3)

~R0
~R0

+ . . .

+F3(
(
P β

)
Γ(4)

~R0
~R0

+
∑

~R 6=~R0

σ(~R0-~R; z) Γ(1)
~R~R0

where the new matrix elements of E−Pπ

2
are :

Γ(3)
~R0

~R0
= 〈~R0 ⊗ {~R1}|E−Pπ

2
|~R0 ⊗ {~R0}〉

Γ(4)
~R0

~R0
= 〈~R0 ⊗ {~R0

~R1}|E−Pπ

2
|~R0 ⊗ {~R0}〉

With these changes, the CCPA can self-consistently include the effects of SRO in

its calculation of the averaged Green functions.

4.7 Off-diagonal disorder

In a substitutional alloy with local lattice distortions, the random off-diagonal struc-

ture matrices Sβ
~R~R′

between the sites ~R and ~R′ can be written, within the end-point
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4.7 Off-diagonal disorder

approximation, in terms of the site occupation numbers {n~R} as :

Sβ
~R~R′

= Sβ
BB

(~R-~R′) +
(
Sβ

AA
(~R-~R′) + Sβ

BB
(~R-~R′) . . .

. . . −2Sβ
AB

(~R-~R′)
)
n~Rn~R′ +

(
Sβ

AB
(~R-~R′) . . .

. . . −Sβ
BB

(~R-~R′)
)

(n~R + n~R′) (4.18)

The downfolding procedure now follows exactly as before (details again are to be found

in (72)). We shall quote here the final equations for the self-energies :

Σ
0
(z) = B ~R0

(z) +
〈
~R0

∣∣∣∣∣∣∣∣ K

∣∣∣∣∣∣∣∣ ~R0

〉
Σ(~R0-~R1; z) = B(~R0-~R1; z) +

〈
~R0

∣∣∣∣∣∣∣∣ K

∣∣∣∣∣∣∣∣ ~R1

〉
(4.19)

where 〈
~R0

∣∣∣∣∣∣∣∣ = S(2)(R0-R1)〈~R1 ⊗ {~R0}|+ . . .

+ S(2)(R0-R1)〈~R1 ⊗ {R1}| . . .

+ S(5)(R0-R1)〈~R1 ⊗ {~R0
~R1}| . . .

+
∑

~R 6=~R0
~R1

σ(~R0-~R; z)〈~R⊗ {∅}| . . .

+ F (P β)〈~R0 ⊗ {~R0}|

〈
~R1

∣∣∣∣∣∣∣∣ = S(2)(R0-R1)〈~R0 ⊗ {~R1}| . . .

+ S(2)(R0-R1)〈~R0 ⊗ {~R0}|+ . . .

+ S(5)(R0-R1)〈~R0 ⊗ {~R0
~R1}| . . .

+
∑

~R 6=~R1
~R0

σ(~R1-~R; z)〈~R⊗ {∅}| . . .

+ F (P β)〈~R1 ⊗ {~R1}|

where,

S(1)(~R-~R′) = (x− y) Φ(1)(~R-~R′)

S(2)(~R-~R′) =
√
xy Φ(1)(~R-~R′)

S(3)(~R-~R′) = (x− y)2 Φ(2)(~R-~R′)
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4.8 Application to the equi-atomic CuZn alloy.

S(4)(~R-~R′) =
√
xy (x− y) Φ(2)(~R-~R′)

S(5)(~R-~R′) = xy Φ(2)(~R-~R′)

and

Φ(1)(~R-~R′) = y Sβ
AA

(~R-~R′)− x Sβ
BB

(~R-~R′) + . . .

+ (x− y) Sβ
AB

(~R-~R′)

Φ(2)(~R-~R′) = Sβ
AA

(~R-~R′) + Sβ
BB

(~R-~R′)− 2Sβ
AB

(~R-~R′)

Following the exact similar steps, the new expression for W ~R0
~R0

becomes :

W ~R0
~R0

=
[
F (P β) Γ(2)

~R0, ~R0
+ . . .

+
∑

~R 6=~R0

σ(~R0-~R; z) Γ(1)
~R,~R0

+ S(2)(R0-R1)Γ
(5)
~R1

~R0
+ . . .

+ S(2)(R0-R1)Γ
(6)
~R1

~R0
+S(5)(R0-R1)Γ

(7)
~R1

~R0

]
(4.20)

where,

Γ(5)
~R1

~R0
= 〈~R1 ⊗ {~R0}|E−Pπ |~R0 ⊗ {~R0}〉

Γ(6)
~R1

~R0
= 〈~R1 ⊗ {~R1}|E−Pπ |~R0 ⊗ {~R0}〉

Γ(7)
~R1

~R0
= 〈~R1 ⊗ {~R0

~R1}|E−Pπ |~R0 ⊗ {~R0}〉

4.8 Application to the equi-atomic CuZn alloy.

As an application of the above methodology we shall study the electronic structure of

the equi-atomic CuZn alloy. The reason for this choice is that a considerable body of

earlier work on CuZn exists using a plethora of different techniques. As a means of

trying out the usefulness of our methodology, this system will provide enough other

results for comparison.

The earliest first-principles density functional based study of the electronic proper-

ties of disordered CuZn was the single-site coherent potential approximation work of

Bansil et.al.(80). The authors had studied the complex bands of α-phase of CuZn us-

ing the Korringa-Kohn-Rostocker (KKR) method. They commented on the significant

effects of charge transfer on the electronic structure.
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4.8 Application to the equi-atomic CuZn alloy.

Figure 4.2: DOS - (left panel) Atom projected and total DOS for Cu,Zn in ordered B2
CuZn (right panel) total DOS for disordered bcc CuZn

Later, using the much more sophisticated locally self-consistent Green function

(LSGF) approach based on the TB-LMTO technique Abrikosov et.al.(81) also studied

CuZn alloys. The authors argued that earlier studies of the mixing enthalpies of CuZn

using the standard CPA approaches (82),(83) showed significant discrepancy with ex-

periment. Part of the discrepancy was assumed to be from neglect of charge transfer

effects and part from the effects of short ranged ordering (SRO). Like our work, the

main thrust of this technique, which was based on an earlier ideas of a locally self-

consistent multiple scattering (LSMS) by Wang et.al.(84), was to go beyond the CPA

and include the effects of the near environment of an atom in the solid. The LSMS

gave an excellent theoretical estimate of the ordering energy in CuZn : 3.37 mRy/atom

as compared to the experimental value of 3.5 mRy/atom.

Bruno et.al.(85) proposed a modification of the CPA taking into account the local

field and showed that charge transfer effects can be taken into account accurately as

compared to the O(N) methods just described. They applied their approach to the

CuZn alloys.

We ourselves have applied the TB-LMTO-ASR technique to study CuZn (86). The

idea is very similar to this work. The effect of the configuration fluctuations of the
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4.8 Application to the equi-atomic CuZn alloy.

Figure 4.3: (left) Bands for Cu and Zn in a bcc lattice (right) Diffuse bands of disordered
bcc CuZn alloy

environment of a site was captured through the recursion method. The effective medium

was not ‘self-consistent’ in the sense of a mean-field theory. In this paper we have

suggested a way of obtaining this self-consistent effective medium. For CuZn it would

be interesting to address the effects of charge transfer and short-ranged ordering. In

this application we shall address exactly these two points.

We have carried out the TB-LMTO-ASR calculations on CuZn with a lattice con-

stant of 2.85 rA. The Cu and Zn potentials are self-consistently obtained via the LDA

self-consistency loop. All reciprocal space integrals are done by using the generalized

tetrahedron integration for disordered systems introduced by us earlier (87).

The left panel in the Fig.4.2 shows the atom projected densities of states for the

pure Zn (blue lines) and Cu (red lines) in ordered B2 structure CuZn. This may be

compared with disordered bcc 50-50 CuZn alloy in the right panel. We first note that

in the ordered B2 alloy there is a considerable narrowing of the Zn as well as the Cu

d-like bands. In the disordered alloy on the other hand, although disorder scattering

introduces life-time effects which washes out the sharp structures seen in the ordered

system, the resemblance to the pure metals is evident. This is a feature of split band

alloys, where the d-bands of the constituents do not overlap and hybridize.
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4.8 Application to the equi-atomic CuZn alloy.

Figure 4.4: Fermi Surface - The (220) cross section of the Fermi surface for the 50-50
CuZn alloy

We have used the CCPA to obtain the complex bands from the spectral functions

for the CuZn alloy. This is shown in Fig.4.3. In this figure compare the band

structures of pure Cu and pure Zn metals in the same bcc lattice as the 50-50 alloy.

We note that the s-like bands of Cu and Zn stretch from -0.8 Ry, while the d-like

states of Zn and Cu, whose degeneracies are lifted by the cubic symmetry of the bcc

lattice are more localized and reside in the neighbourhood of -0.6 Ry and between -

0.3 to -0.2 Ry respectively. The complex bands of the solid clearly reflect the same

band structure. However, the bands are slightly shifted and broadened because of the

disorder scattering of Bloch states in the disordered alloy. The scattering lifetimes are

maximum for the Cu d-like bands, less for the Zn d-like bands and minimum for the

lower s-like bands. This is expected, since the delocalized s-like states straddle large

volumes of the lattice space and are therefore less sensitive to the local configuration

fluctuations of the substitutional alloy.

We comment here that the complex band structure very closely resembles that

obtained through the TB-LMTO-ASR by us earlier (86). This is expected because

the two approaches are very similar, differing only in the way the effect of the far

environment is taken into account.

Recent development in the electron theory of alloys has suggested that the fine

structure is a reflex of the flatness of the alloy Fermi surface. The fermi surface of a

77



4.8 Application to the equi-atomic CuZn alloy.
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4.8 Application to the equi-atomic CuZn alloy.

random binary alloy is thought to be well defined when the interband energy distances

are much larger than the energy uncertainty ~/τ introduced by disordered, or equiva-

lently when the wave vector uncertainty δk is much smaller than the linear sizes of the

Fermi surface that is the size of the bellies, necks or pockets that might exist on the

Fermi surface. In Fig. 4.4, we have sketched a (220) cross section of the Fermi surface

of random CuZn alloys in the extended zone scheme. The holes are plainly visible. The

gap across the cubic zone boundary gives rise to the discontinuity in the Fermi surface

between zones.

Let us now turn to the study of the effect of SRO, leading, on one hand, to ordering

(α < 0) and, on the other, to segregation (α > 0). We shall look at Figs.4.5 and

4.6 for segregating and ordering respectively. The complex band structure (shown in

Fig.4.3) indicates that the system is a split band alloy. The positions of the d-bands

of Cu and Zn are well separated in energy below the fermi energy 0eV. This implies

that the “electrons travel more easily between Cu or between Zn sites than between

unlike ones” (65). So when the alloy orders and unlike sites sit next to each other, the

overlap integral between the like sites decrease. This leads to a narrowing of the bands

associated with Cu and Zn. A comparison between the top left and top right panels

of Fig.4.2 clearly shows that the bands in the latter are narrower as compared to the

former. This is the main effect of the onset of order. On the other hand, when the

alloy is completely disordered, the bands gets broadened by disorder scattering and the

sharp structure in the density of states are smoothed.

The left three panels of Fig.4.5 show the density of states with increasing positive

α. Positive α indicates a clustering tendency. Comparing with Fig.4.2 we note that as

clustering tendency increases the density of states begins to show the structures seen

in the pure metals in both the split bands. For large positive α there is still residual

long-ranged disorder. This causes smoothing of the bands with respect to the pure

materials. For these large, positive α-s, we notice the development of the structure

around -0.25 Ry.

The bottom three panels of Fig.4.6 show the density of states with increasing neg-

ative α which indicates increasing ordering tendency. On the bcc lattice at 50-50

composition we expect this ordering to favor a B2 structure. With increasing ordering

tendency, both the split bands narrow and lose structure. The feature around -0.25
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Figure 4.7: NOS - (top panels) The integrated density of states for the two bands of
CuZn. (bottom) The variation and second moment of the density of states of the lower
energy band. Black full curves refer to the case without SRO, red dashed curves refer to
α =1 (clustering) and blue dashed-dotted curves to α=-1 (ordering).

Ry disappears. This band narrowing and suppression of the feature around -0.25 Ry is

clearly seen in the ordered B2 alloy shown in Fig.4.2.

A more quantitative analysis of the effect of SRO on the shape of the density of

states uses the moment functions :

Mn(E) =
∫ E

−∞
dE′ (E′)n n(E′)

In particular one may use the integrated density of states M0(E) and the second

moment and ‘variation’ of spectral distribution M2(E) and SD(E) = M2(E)−M2
1 (E).

These are shown in Fig.4.7 for the case of no SRO, perfect clustering α=1 and ordering

α=-1. M0(E) shows a left shift of spectral weight towards -0.6 Ry in the lower band as

clustering tendency increases. In the upper band there is a spectral shift around -2.0

to -3.0 Ry range, which gives rise to the characteristic shoulder around those energies.

For ordering M0(E) indicates a right shift of spectral weight towards -0.55 Ry. SD(E)

indicates a distribution of spectral weight away from the mean on clustering and a

bunching of spectral weight towards the mean on ordering. The latter indicates a

narrowing of the density of states. Use of moment functions quantifies the comparison

of the changes in the shapes of the density of states with clustering or ordering.
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4.9 Application to the body-centered cubic equi-atomic NiAl alloy

4.9 Application to the body-centered cubic equi-atomic

NiAl alloy

As an application of the new CCPA scheme, we shall choose a body-centered cubic alloy

50-50 NiAl. The relatively narrow Ni d-bands lie on the Al sp-bands and hybridize with

them. At low temperatures this alloy orders into a B2 intermetallic phase which is a

simple cubic lattice with two atoms per unit cell : an Al atom at position at the

cube edge and a Ni atom at the cube center. This is a very stable structure that

remains ordered until nearly the melting temperature. NiAl alloys are attaractive

for many application due to their favourable oxidation, carburization and nitridation

resistance; as well as their high thermal and electrical conductivity. They are currently

used to make electronic metallizations in advanced semi-conductor heterostructures,

surface catalysts and high current vacuum circuit breakers. Additionally, these alloys

are attractive for aerospace structural applications due to their low density (5.98 g/cm3)

and high melting temperatures. In the Fig. 4.8 we have plotted essentially the contour

Figure 4.8: Spectral function - (left) Bands for ordered B2 of NiAl and (right) Diffuse
bands of disordered NiAl alloy

diagram for the configuration averaged spectral functions � A(~k,E) � for disordered

NiAl also along the Γ to H direction. The peaks in the spectral function indicate the

complex band centers and fitting Lorenzians to the peaks give us the disorder induced

widths. The width of the sp-states are narrow, since these rather extended states

which average out the local disordered scattering effects. The widths of the localized

d-states are much wider. We also note that throughout the ~k range, there is very little

asymmetry in the spectral function widths. A definition of Fermi surface of alloy can
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4.9 Application to the body-centered cubic equi-atomic NiAl alloy

be given in terms of bloch spectral functions AB(E; k), as the loci of the peaks of the

Lorentzian-like bloch spectral function for a constant energy E = EF in reciprocal

space. However, this is only valid if the bloch spectral function fits well to a Lorentzian

sum, which is correct in the limit of small disorder. The intersection of the Fermi level

with the band structure allows an approximate mapping of important cross sections of

each Fermi surface. The Fermi surface is associated not only with the first zone but

also with second, third and fourth zone of NiAl alloys in 4.9

Figure 4.9: Fermi Surface - (220) cross section of the Fermi surface for random NiAl
alloys

Comparison between the two panels indicate that other than disorder induced

broadening, the basic band structure remains unaltered when the ordered B2 alloy

is disordered. This is also reflected in the densities of states. Fig. 4.10 compares the

densities of states for ordered B2 and disordered bcc NiAl alloys. The basic two peaked

structure arising out of the Ni d-states, one around -0.25 Ry and another around -0.12

Ry is maintained when the alloy is disordered. The sharp structures seen in the ordered

ally are smoothed out by disorder broadening. There is hardly any energy shift of the

structures, indicating that there is hardly any extra charge transfer effects on disorder-

ing. An earlier first-principles density functional based study of the electronic proper-

ties of disordered CuAu and NiAl was the non-local coherent potential approximation
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4.9 Application to the body-centered cubic equi-atomic NiAl alloy

Figure 4.10: DOS - Density of states of NiAl: (left panel) ordered B2 with random
CCPA and (right panel) random single site CPA with random CCPA

(NL-CPA) work of Biava et.al.(88). The authors had studied the local environment

effects on NiAl using the Korringa-Kohn-Rostocker (KKR) method. We ourselves had

studied NiAl using augmented space recursion. Our CCPA results closely resemble the

results of both these works. This further confirms our earlier assertion(91) that the

results of the other four most successful CPA generalizations : NL-CPA(64, 65, 88) ,

ICPA(61), SQS(63) and ASR(74, 75) should closely resemble each other. This work

confirms the same for the CCPA.

In the left panel of Fig 4.11 we show the effect of short-range ordering or clustering

on the density of states. A more quantitative analysis of the effect of SRO on the shape

of the density of states uses the moment functions(76) :

Mn(E) =
∫ E

−∞
dE′ (E′)n n(E′)

and the three shape measures : standard deviation σ, sknewness µ and kurtosis κ :

E =
∫ EF

−∞
dE E n(E) = M1(EF ) = M̂1

σ2 =
∫ EF

−∞
dE (E − E)2 n(E) = M̂2 − M̂2

1

(
2− M̂0

)
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Figure 4.11: SRO - Densities of states for NiAl (top, left) ordered B2 (top, centre and
right) with different degrees of SRO leading to clustering (bottom, left) fully disordered
and (bottom, centre and right) with different degrees of SRO leading to ordering

α σ2 µ κ

-1.0 2.3763 0.4325 -2.7111
0.0 2.4495 0.4320 -2.8110
1.0 3.5463 0.4099 -2.8304

Table I. The shape parameters for NiAl with Warren-Cowley parameters α = 0,±1

µ =
1
σ3

{∫
dE (E − E)3 n(E)

}
=

1
σ3

{
M̂3 − 3M̂2M̂1 + M̂3

1

(
3− M̂0

)}
κ =

1
σ4

{∫ EF

−∞
dE

[
(E − E)4 − 3σ4

]
n(E)

}
=

1
σ4

{
M̂4 − 4M̂3M̂1+ . . .

. . . 6M̂2M̂
2
1 − M̂4

1

(
4− M̂0

)
−3σ4 M̂0

}

The standard deviation σ measures how spread the shape is around the mean. If

skewness µ < 0 the shape is skewed to the left of the mean, while µ > 0 indicates that

the shape is skewed to its right. Kurtosis κ > 0 shows that the shape is more peaked

than a Gaussian, while κ < 0 shows that is it flatter.
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Figure 4.12: Moments - Comparison of the moment functions Mp(E) p = 0 . . . 3 for the
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Figure 4.13: DOS - (Color Online) The density of states for fcc CuAu in left panel
ordered L10 with random CCPA and right panel random CCPA with random NLCPA.
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4.9 Application to the body-centered cubic equi-atomic NiAl alloy

The first four moment functions for the cases with extreme SRO Warren-Cowley

parameters α = ±1 and that with no SRO are shown for comparison in the right panel

of Fig. 4.12. The corresponding shape parameters are shown in Table 4.9.

As α increases from 0 to its maximum value 1, the Ni and Al atoms tend to segregate

and the density of states simply begins to resemble the direct sum of the density of

states of Al and Ni. The moments M0(E) and M1(E) both indicate that there is a shift

of weight towards more negative energies. M2(E) being larger indicates that the spread

of the DOS over the spectrum increases. In agreement with the above, the standard

deviation increases, indicating that the spectral spread is greater around the mean. The

skewness is less positive, indicating spectral weight shift to the left (to more negative

values). Finally the kurtosis becomes more negative, showing that the shape becomes

flatter. These statements are evident from the Fig. 4.12.

Figure 4.14: Spectral Function - (left) Bands for ordered L10 and (right) Bloch
spectral function of CuAu alloy with 50-50 concentration

On the other hand, as the Warren-Cowley parameter increases towards its negative

maximum α = −1, the DOS begins to resemble the ordered alloy. The spectral weight

shifts towards the right and the spread decreases. Decrease in spread is confirmed

by the decrease in the standard deviation and the peakiness from from the fact that

the kurtosis becomes less negative. In this case there is little change in the skewness

parameter.

The state α = −1 has maximum SRO, but no long-ranged order. Thus although

its DOS begins to resemble the ordered alloy, there is still residual disorder scattering

induced broadening. There are there (2-fold degenerate) bands that cross the Fermi
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4.10 Application to the face-centered cubic equi-atomic CuAu alloy

σ2 µ κ

Ordered 9.2920 0.3054 -2.9065
NLCPA 8.2217 0.3071 -2.9055
CCPA 9.2232 0.3012 -2.9091

Table II. The shape parameters for CuAu ordered,CPA and CCPA.

energy and so the resulting Fermi surface is reflected in the contour plot of Fermi surface

in Fig.4.15. The features that are of particular interest here are ’tube like’ sections that

occur along (220) cross section in the reciprocal space. They are generated by states

on the uppermost band and partially by states on the next-uppermost band.

Figure 4.15: Fermi Surface - Fermi surface along (220) cross section of CuAu alloys
for 50-50 composition

4.10 Application to the face-centered cubic equi-atomic

CuAu alloy

The left panel of Fig 4.14 shows the band structure of the ordered L10 CuAu alloy along

the direction Γ to X . The overlapping d bands of Cu and Au straddle the s-band of the
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alloy. Unlike our earlier study of CuZn(92), where the d bands of Cu and Zn do not

overlap and we have a split-band alloy, here the d bands of Cu and Au overlap. The

overall structure is maintained in the spectral functions of the disordered alloy. The

resulting complex bands are shown in the right panel of Fig. 4.14. These overlapping

bands, disorder broadened, straddle the entire energy range [-7.5 eV,-1.5 eV]

It is important to see the shape of farmi surface in order to study of short-range order

effects in CuAu alloys(90). The fermi surface Brillouin zone boundary construction

introduced by Sato and Toth(89), a symmetrical variation of the 110 diameter of the

fermi surface must be assumed with respect to the equiatomic composition. The fermi

surface contour plot of CuAu alloys for 50-50 centration is shown in Fig. 4.15. In CuAU

alloys the fermi surface of Cu and Au have the same shape.

In the Fig. 4.13 compares the DOS for the ordered L10 CuAu and the fcc based

disordered CuAu within the non-local CPA (NLCPA) and CCPA approximations. We

have also compared the moment functions in Fig.4.16. The CCPA reproduces the

ordered peak at -0.2Ry more faithfully than the NLCPA. The CCPA shows clearly the

energy split between the d-like structures around [-0,5,-0.3] and the d-like structures

around [-0.2,-0.1], which can be interpreted as the disorder broadened bonding and anti-

bonding states between Cu and Au. On the other hand, NLCPA being also muti site

approximation (65) via reciprocal space cannot reflect this. As a result, in the CCPA

there is a shift of spectral weights towards the lower energies, a larger spread in spectral

weight as well as smaller skewness, as shown in the moment function comparisons shown

in the right panel of Fig. 4.13 and in the Table 4.9. The positive skewness parameter

indicates that the spectral weights are higher on the right side of the mean. The NLCPA

has the maximum skewness, while the CCPA which better compares with the spectral

distribution of the ordered structure with spectral weight balances to the left has the

minimum. Negative kurtosis for all DOS shows that they are flatter than a Gaussian,

with the CCPA having the flattest shape.

4.11 Concluding Remarks

We have carried forward the CCPA proposed in an earlier work(92) and applied it to

two alloys,specially chosen such that one involves short-ranged ordering and the other

a split-band case. We wished to benchmark our results against earlier work. We have
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Figure 4.16: Moments - Comparison of the moment functions Mp(E) p = 0 . . . 3 for
the densities of states for 50-50 CuAu ordered L10, the NLCPA disordered and CCPA
disirdered.

shown that for CuZn, NiAl and CuAu, our CCPA results compare very favourably

with the four successful generalizations of the CPA, three of which (ICPA, TCA and

ASR) are all based on the augmented space formalism. We expect our CCPA to

win over the other methods (in the sense of easier computability) when we deal with

complex compounds with more than one interpenetrating lattices and different degrees

of disorder in each sub-lattice (as in partially disordered Heusler alloys(93)). Now that

we are confident about the accuracy and applicability of our CCPA, our future aim

will be its application to such complex compounds and ones with off-stoichiometric

compositions.
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Chapter 5

Order-Disorder Phase Transition

of FeCo alloys

5.1 Introduction

FeCo alloys posses a unique combination of magnetic and mechanical properties, which

make them indispensable as materials for advanced motors and electrical generators in

aviation and special power applications (94). In particular, they are characterized by

exceptionally high saturation magnetization, low coercivity and high Curie tempera-

ture (> 8200C). The elevated Curie temperatures of the alloys makes them especially

attractive for various high temperature applications. However, at around 7300C, the

disordered body-centered cubic FexCo1−x alloys undergo an ordering phase transition

into the B2 structure (space group Pm3m) in the composition range ∼ 0.3 ≤ x ≤ 0.7

(95, 96, 97, 98), which significantly affects their magnetic and mechanical properties.

There exist numerous investigations of phase equilibria in the Fe-Co system; in par-

ticular, the order-disorder phase transition(96). This has been observed for the first

time by Seehra and Silinsky (95), who measured the electrical resistivity in FeCo alloys

and found near Tc = 1006K a change in the slope of the temperature dependent re-

sistivity curve indicating an order-disorder phase transition. Oyedele and Collins (96)

investigated the order-disorder phase transition in FeCo alloys by the neutron-powder

diffraction techniques for the composition range of 30 to 70 at.% of Co. Montano and

Seehra (97) used Mössbauer spectroscopy to identify the order-disorder phase transi-

tion. They found the transition temperature about Tc = 1006K for the equiatomic
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composition. Ohnuma et al.(99) investigated the phase equilibria in the Fe-Co system

both experimentally, using transmission electron microscopy for thin-film samples and

X-ray and electron diffractometer for the bulk system, and theoretically by the CAL-

PHAD method, which was modified by considering chemical interactions dependent on

the magnetic state.

The coupling of magnetism and atomic short-range order (SRO) in Fe-Co, up to

25 at.% of Co, have been investigated experimentally by Pierron-Bohnes et al.(100,

101, 102) using neutron diffuse scattering and nuclear magnetic resonance techniques.

For the first time, the influence of the magnetism on the atomic SRO was clearly

evident from an abrupt change in the temperature dependence of the local order at the

Curie temperature. The theoretical analysis of the coupling between the magnetic and

chemical degrees of freedom based on the mean-field approximation of a combined Ising-

Heisenberg Hamiltonian was done by Pierron-Bohnes et al.(100). They have shown that

the magnetic contribution to the effective interactions should be roughly proportional

to the square of the magnetization.

The FeCo system has been theoretically studied by using a wide variety of phe-

nomenological methods as well as with first principles techniques. In an early phe-

nomenological treatment of the A2-B2 transition, Beinenstock and Lewis (103) em-

ployed a low temperature expansion of the Ising model to calculate a phase diagram

with nonmagnetic components. This phenomenological approach resulted in a B2 phase

field symmetric about the 50-50 composition and somewhat narrower than that found

experimentally. Real space renormalization group was used by Racz and Collins (104)

to study the slight asymmetry in the A2-B2 phase boundary. In the context of a non-

magnetic nearest-neighbor Ising model, they found that a small three-body interaction

could account for the experimentally observed asymmetry.

The coupling of magnetism and atomic short-range order (SRO) in Fe-Co, up to

25 at.% of Co, have been investigated experimentally by Pierron-Bohnes et al.(100,

101, 102) using neutron diffuse scattering and nuclear magnetic resonance techniques.

For the first time, the influence of the magnetism on the atomic SRO was clearly

evident from an abrupt change in the temperature dependence of the local order at the

Curie temperature. The theoretical analysis of the coupling between the magnetic and

chemical degrees of freedom based on the mean-field approximation of a combined Ising-

Heisenberg Hamiltonian was done by Pierron-Bohnes et al.(100). They have shown that
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the magnetic contribution to the effective interactions should be roughly proportional

to the square of the magnetization.

The FeCo system has been theoretically studied by using a wide variety of phe-

nomenological methods as well as with first principles techniques. In an early phe-

nomenological treatment of the A2-B2 transition, Beinenstock and Lewis (103) em-

ployed a low temperature expansion of the Ising model to calculate a phase diagram

with nonmagnetic components. This phenomenological approach resulted in a B2 phase

field symmetric about the 50-50 composition and somewhat narrower than that found

experimentally. Real space renormalization group was used by Racz and Collins (104)

to study the slight asymmetry in the A2-B2 phase boundary. In the context of a non-

magnetic nearest-neighbor Ising model, they found that a small three-body interaction

could account for the experimentally observed asymmetry.

The coupling of magnetism and atomic short-range order (SRO) in Fe-Co, up to

25 at.% of Co, have been investigated experimentally by Pierron-Bohnes et al.(100,

101, 102) using neutron diffuse scattering and nuclear magnetic resonance techniques.

For the first time, the influence of the magnetism on the atomic SRO was clearly

evident from an abrupt change in the temperature dependence of the local order at the

Curie temperature. The theoretical analysis of the coupling between the magnetic and

chemical degrees of freedom based on the mean-field approximation of a combined Ising-

Heisenberg Hamiltonian was done by Pierron-Bohnes et al.(100). They have shown that

the magnetic contribution to the effective interactions should be roughly proportional

to the square of the magnetization.

The FeCo system has been theoretically studied by using a wide variety of phe-

nomenological methods as well as with first principles techniques. In an early phe-

nomenological treatment of the A2-B2 transition, Beinenstock and Lewis (103) em-

ployed a low temperature expansion of the Ising model to calculate a phase diagram

with nonmagnetic components. This phenomenological approach resulted in a B2 phase

field symmetric about the 50-50 composition and somewhat narrower than that found

experimentally. Real space renormalization group was used by Racz and Collins (104)

to study the slight asymmetry in the A2-B2 phase boundary. In the context of a non-

magnetic nearest-neighbor Ising model, they found that a small three-body interaction

could account for the experimentally observed asymmetry.
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5.2 Methodology

5.2.1 Effective cluster interactions for finite magnetization

The PDLM state, which represents the partially ordered magnetic state for a given

global magnetization m, can be introduced as a straightforward generalization of dis-

ordered local moment (DLM)(120, 121) model. The magnetic binary FexCo1−x al-

loy is described in terms of a four component alloy Fe↑uxFe↓dxCo↑u(1−x)Co↓d(1−x), where

u = (1+m)/2 and d = (1−m)/2, respectively. Fe and Co atoms with up and down spin

orientation are distributed randomly relative to one another on the underlying lattice.

In the adiabatic approximation adopted in this paper, the dynamics of the spins and

its coupling with other types of thermal excitations has been neglected. One can see,

that this model gives the ferromagnetic state for m = 1 and the DLM state for m = 0.

Using the fact that thermally induced fluctuations of the local magnetic moment

orientations are much faster than the atom-vacancy exchanges associated with equi-

librating the atomic short-range order, one can define “spin-averaged” effective pair

interactions (EPI’s) for a binary FexCo1−x alloy in the PDLM states as(122)

< V FeCo
ij >= (5.1)

1
16

∑
σ1,σ2,σ3,σ4

pσ1pσ2pσ3pσ4 V̄
Feσ1 ,Feσ2 ,Coσ3 ,Coσ4

ij ,

The PDLM state, which represents the partially ordered magnetic state for a given

global magnetization m, can be introduced as a straightforward generalization of dis-

ordered local moment (DLM)(120, 121) model. The magnetic binary FexCo1−x al-

loy is described in terms of a four component alloy Fe↑uxFe↓dxCo↑u(1−x)Co↓d(1−x), where

u = (1+m)/2 and d = (1−m)/2, respectively. Fe and Co atoms with up and down spin

orientation are distributed randomly relative to one another on the underlying lattice.

In the adiabatic approximation adopted in this paper, the dynamics of the spins and

its coupling with other types of thermal excitations has been neglected. One can see,

that this model gives the ferromagnetic state for m = 1 and the DLM state for m = 0.

Using the fact that thermally induced fluctuations of the local magnetic moment

orientations are much faster than the atom-vacancy exchanges associated with equi-

librating the atomic short-range order, one can define “spin-averaged” effective pair

interactions (EPI’s) for a binary FexCo1−x alloy in the PDLM states as(122)
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< V FeCo
ij >= (5.2)

1
16

∑
σ1,σ2,σ3,σ4

pσ1pσ2pσ3pσ4 V̄
Feσ1 ,Feσ2 ,Coσ3 ,Coσ4

ij ,

5.2.2 Details of the first principles calculations

We have used three related first-principles techniques for our calculations:

(i) the Korringa-Kohn-Rostoker Green function method in the atomic sphere approx-

imation (KKR-ASA)(124, 125). This was used for the calculation of the densities

of states and magnetic moments of the alloys at different compositions ;

(ii) the locally self-consistent Green’s function (LSGF) method (126, 127) based on

the KKR-ASA method for the determination of the on-site and inter-site screening

constants needed for the electrostatic part of the screened generalizied purturba-

tion method (SGPM) effective pair interactions ; and

(iii) the exact muffin-tin orbital (EMTO) method within the full charge density formalism(128)

for the total energy and cluster interaction calculations.

Randomness has been treated using the coherent potential approximation (CPA)

(17, 125, 126, 129): the KKR-ASA-CPA and the EMTO-CPA. The local density ap-

proximation (LDA) (130) has been used for the exchange-correlation potential.

The KKR-ASA Green function and LSGF methods have been used to determine

the screening constants which enter the DFT-CPA formalism in the single-site approx-

imation (in the so-called ”isomorphous” CPA model). In this formalism, the on-site

screened electrostatic potential V i
scr and energy Ei

scr are determined as suggested by

Ruban(30) and Ruban et al.(31):

V i
scr = −e2αscr

qi
S

Ei
scr = −e2 1

2
αscrβscr

q2i
S
. (5.3)

Here, qi is the net charge of the atomic sphere of the ith alloy component, S the

Wigner-Seitz radius, αscr and βscr the on-site screening constants. Their values, which

are αscr = 0.81, 0.84, 0.88 and βscr = 1.15, 1.17, 1.18, have been determined from the
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corresponding supercell LSGF calculations of random Fe30Co70, Fe50Co50 and Fe70Co30

alloys, respectively.

The screening charge has also been used to determine the inter-site screening con-

stants, αscr(R), needed in the calculations of the electrostatic part of the SGPM effective

pair interactions (30, 131), the intersite screened Coulomb interactions for the i and j

sites, which in the case of a binary A-B alloy can be defined as

V scr
ij = e2αscr(Rij)

q2eff
S
, (5.4)

where qeff = qA − qB is the effective charge transfer in the case of a binary alloy and

Rij is the vector connecting sites i and j. The whole SGPM interaction is then

V
(2)
ij = V one−el

ij + V scr
ij , (5.5)

where V (2)
ij is the SGPM interaction at the ith coordination shell and V one−el

ij the one

electron contribution to the SGPM interaction.

Experimental lattice parameters (98) have been used in the first-principles calcu-

lations of the electronic structure and effective interactions of FexCo1−x alloys. The

Monkhorst-Pack grid(132) with subdivisions along each reciprocal lattice vector 31×31×31

has been used for integration over the Brillouin zone in the LDA self-consistent and

SGPM calculations.

5.3 Results and discussion

5.3.1 Electronic structure and magnetic properties of Fe-Co alloy

The electronic structure and magnetic properties of Fe-Co alloys have been calculated

previously by MacLaren et al.(133) by the KKR-CPA method. In this paper we use a

similar Green’s function KKR-ASA-CPA method (124, 125) for the calculations of the

electron density of states (DOS) and magnetic moments. The experimental(98) lattice

spacing varying with composition from a=2.835 rA to 2.863 rA has been used in our

LDA self-consistent calculations.

In Fig. 5.1 we show the electronic density of states (DOS) of pure bcc Fe and Co

as well as B2-ordered FeCo alloy calculated for the same lattice parameter, a=2.86

rA. The majority bands of pure Fe and Co are shifted relative each other, which is a

consequence of the fact that this band is filled in Co but unoccupied to some degree
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Figure 5.1: DOS - Density of states of bcc Fe, Co, and ordered B2-FeCo alloy

in Fe. The completely filled majority d-band in Co becomes inert or non-bonding and

moves down with energy closer to the bottom of the valence band. There is also a

substantial difference in the position of the minority band of Co and Fe, which is due

to the difference in the number of the occupied states in this band.

What may however seem a bit unusual is the fact that the position and the form of

the majority and minority bands of the ordered B2-FeCo almost coincide with those of

bcc Co almost up to the Fermi energy. Only approximately 0.05 eV below the Fermi

energy, the minority band of FeCo becomes different from that of Co by forming a an

additional valley and redistributing the states above the Fermi energy. To explain the

electronic structure of the B2-FeCo, it is useful to see what happens with electronic

states at the local level, inside atomic spheres of Fe and Co.

In Fig. 5.2a we show the local DOS of Co and Fe atoms in the ordered B2-FeCo

alloy. The local DOS of the majority Fe and Co states are practically the same. The

difference in the minority DOS of Fe and Co is more pronounced, although they still

have a similar form and position up to the Fermi energy. Such a strong similarity of

the local Fe and Co bands can be understood, in its turn, in terms of the average bond

model, proposed by Ruban et al.(134).

Let us note first that the B2 structure is quite special in respect that every Fe atom

is completely surrounded by Co atoms at the first coordination shell and vice versa. In
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this case, the Fe and Co nearest neighbors form a common bond between themselves

due to the strong hybridization of the d-states. Since the d-states are quite localized,

the influence of more distant coordination shells on the electronic structure is small,

and thus the DOS of the ordered alloy is vey similar to that of pure metals, as has

been demonstrated by Ruban et al.(134) for the case of non-magnetic 4d-metal alloys.

The position of majority and minority states in the B2-FeCo can be then explained by

the shift of the majority d-band of FeCo due to its complete filling and the consequent

hybridization of the minority band with the majority one. Such a coherent behaviour

Figure 5.2: DOS - DOS of Fe and Co in ordered-B2 and random alloys

of the local DOS of Fe and Co appears to be disturbed by the randomness in random

alloys, which can be clearly see in Fig. 5.2b where we present the local DOS of random

Fe0.5Co0.5 alloy. The positions of the peaks of the local DOS of Fe and Co atoms are

shifted relative to each other, which is a manifestation of the fact the they have on

average equal number of Fe and Co atoms at the first coordination shell. In particular,

the minority DOS of Co strongly increases at the Fermi energy, as it should be when Co

atoms has Co nearest neighbors at the fist coordinations shell (see the DOS of pure Co
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in the bcc structure in Fig. 5.1). This makes such an atomic configuration unfavorable

compared to the ordered B2 structure and this is the main source origin of the ordering

behaviour of Fe-Co alloys.

Now, it is easy to understand the reason for the changes of the DOS with variations

of the composition of random alloys, which is shown in Fig. 5.2c and d for Fe0.25Co0.75

and Fe0.75Co0.25 alloys, respectively. In the case of Fe0.25Co0.75 alloy (Fig. 5.2c), the

average number of Fe atoms surrounded each Fe atom decreases, and the local DOS of

Fe mainly follows that of Co, especially in the case of the majority band. At the same

time, the average number of Co atoms surrounded each Co atom increases, and this

again leads to the increase of the Co minority DOS at the Fermi energy. Vice versa, in

the case of the Fe0.75Co0.25 alloy, the effective number Fe atoms at the first coordination

shell of increases thereby pushing the Fe majority band to the Fermi energy as in pure

bcc Fe ((see Fig. 5.1 for Fe). At the same time, Co atoms become surrounded mostly

by Fe atoms and this makes possible to rearrange their minority band in a way to have a

valley at the Fermi energy similar to the case of the B2 phase. As disscussed in Richter

Figure 5.3: Spectral Function - Bloch spectral function of random Fe0.75Co0.25 alloys.
Left panel for up spin and right panel for the down spin

et al.(135), the different magnetitudes of the individual self-energy components cause

an anisotropic broadening of the states in the Brillouin zone. This can be seen best in

the Bloch spectral function. For ordered systems, at a given wavevector K, it id defined

as the set of delta functions at the energy eigenvalues. In the disordered alloy the peaks
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are broadened due to the lack of translational invariance, indicating the finite lifetime of

initial Bloch states. The bloch spectral function is plotted in Fig.5.3 for Γ−X direction

of boths spin. We see the spectral lines are more broadened for down spin than for

up spin states. We have also calculated concentration variation of the Fermi surface

of random Fe1−xCox alloys for boths spin-up and spin-down by using the fixing the

energy at Fermi lavel of Block spectral function Bf (Ef ;K). The Fermi surface cross

section is shown in Fig.5.4 along (220) cross section. A single energy ’band’ crosses

the Fermi level, as we see in the Bloch spectral function for spin-up, which is clearly

reflected in fermi surface and the remains unchanged in the whole concentration range.

The concentration effects are only evident in the spin-down bands and the reflection

of concentration effects is obvious in the spin-down Fermi surface in Fig. 5.4, which is

smeared out due to the effect of alloy disorder.

Figure 5.4: Fermi Surface - Concentration variation of Fermi surface for spin-down
along (220) cross section of random Fex−1Cox alloys.

The concentration dependence of the average magnetic moment of Fe-Co alloys

exhibit the Slater-Pauling behavior and it was discussed in details by MacLaren et

al.(133). In Fig. 5.5 we compare our results for the average and local magnetic moments

in Fe-Co random alloys with the first-principles calculations by MacLaren et al.(133)

and experimental data (137). One can see that our results follow the same trend as

MacLaren et al.(133), but closer to the experimental data. The difference arises due

to the use of different lattice spacings, since we have used experimental data. Our

calculated magnetic moments a bit lower than the experimental data. The reason

for the this discrepancy is most probably related to atomic short range order effects

neglected in our single-site CPA calculations, and which may exist and be pronounced
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in the experimental samples. Let us also note, that Co-rich FeCo alloys are not a

good candidates for neutron experiments (140), first, because of their higher neutron

absorption cross-section and also because of their high magnetic anisotropy. FeCo

alloys exhibit the weakest environment effects compared to other Fe-based alloys. In

addition Co has small but significant orbital magnetism that makes the system more

complicated.

According to the neutron-diffraction studies (137), the complete occupation of the

majority band of Fe by the addition of Co leads to a maximum mean magnetic moment

2.45 µB per atom at the composition cCo=0.3. Fig. 5.5 shows that our the KKR-CPA

calculations reproduce well the experimental trend of magnetization with composition.

One can notice quite a peculiar behaviour of the local magnetic moments. The local

moment on the Co atom remains nearly the same in the whole concentration range.

At the same time, the local magnetic moment of Fe increases with increasing Co con-

centration from 2.2µB in bcc Fe to the unusually large magnitude of about 2.62 µB at

cCo=0.5 and then remains almost constant. The addition of Co to Fe leads to a re-

distribution of the electrons such that the total system becomes a strong ferromagnet.

The local moment of Fe is environment dependent. It increases with the number of Co

nearest neighbors and takes its maximum value when all eight nearest neighbor sites

have been occupied by Co. This happens in the B2 structure.

5.3.2 Effective cluster interactions and ordering energies in the FM

state

The effective cluster interactions in this work has been determined by the SGPM

method. This method yields only a ”chemical” contribution to the effective inter-

actions, which determine the configurational energetics on a fixed ideal lattice. The

contribution related to the possible local lattice relaxations should however be small in

the Fe-Co alloys due to small atomic size mismatch of Fe and Co. We have also ignored

contribution from lattice vibrations, which we expect to be insignificant in this system

at least relative to quite large chemical interactions.

The SGPM interactions are concentration and volume dependent. In Fig.5.6, we

show the EPI for three different alloy compositions: Fe0.3Co0.7, Fe0.5Co0.5, and Fe0.7Co0.3

in the FM state. As one can see, the strongest EPI is at the first coordination shell for
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Figure 5.5: Magnetic Moments - Magnetic moments of FeCo alloys. The experimental
data have taken from Bardos et al.(139) and Collinset al.(137) and the theoretical data
have taken from MacLaren et al. (133)

all the alloy compositions. Other significant interactions are at the first five coordina-

tion shells and at the eleventh coordination shell, which is in the closed-packed [111]

direction. One can also notice that the nearest neighbor EPI is changing almost by

a factor of two in the concentration range of 0.3 < cCo < 0.7, decreasing for Co-rich

alloys. It is clear, that such a dependence should affect the order-disorder transition

temperature too.

We have also calculated the three- and four-site interactions. In Fig. 5.7,5.8 we

show some of the strongest multisite interactions in Fe0.5Co0.5 alloy in the ferromagnetic

state. The interaction index is given by the coordination shell numbers of the sides of

the corresponding cluster. In the case of the four-site interactions, the order of indexes

matters, so the choice is the following: the first four indexes are the coordination

shells of the sides of a closed loop through all the four sites, and the last two are

the coordination shells of remaining sides of the cluster. It is clear that many-body

interactions do not vary systematically, however in most cases the strongest multisite

interactions are along the line in the close-packed direction such as, for instance, V (3)
1−1−5

in the case of 3-site interactions and V (4)
1−5−11−1−5−1 in the case of four-site interactions.

The discussion of the trends for multisite ECI can be found in Ref. (141).
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Figure 5.6: EPI - Composition variation of EPI’s for FM state FexCo1−x alloys

Figure 5.7: ECI - Three-site ECI for Fe0.5Co0.5 alloy in the FM state.
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Figure 5.8: ECI - Four-site ECI for Fe0.5Co0.5 alloy in the FM state.

In order to check the validity of the SGPM effective cluster interactions, we have

calculated the ordering energy of a set of ordered structures α, determined as the

difference of the total energies of the ordered random alloys, ∆Eα
ord = Eord

tot − Erandom
tot

from both the direct total energy calculations using this formula as well as from the

SGPM interactions. In Table 5.1 we show the ordering energies of FeCo for four different

ordered phases: A11, B11, B2 and B32. The agreement seems to be quite good,

especially taking into consideration the fact that the SGPM interactions are obtained

in the random state, where magnetic state, including, for instance, the local magnetic

moments of Fe and Co atoms, is different from those in the ordered structures.

Structure SGPM(mRy) Total energy (mRy)

A11 -0.231 -0.639
B11 0.200 0.649
B2 -5.051 -4.614
B32 0.634 0.509

Table 5.1: The ordering energy calculated from the SGPM ECI and from the direct total
energy calculations.
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5.3.3 Order-disorder phase transition in the reduced ferromagnetic

state

Accurate phase equilibria calculations in magnetic systems becomes highly non-trivial

at temperatures close to the point of a phase transition when magnetic and config-

urational interactions are of the same order, i.e. when magnetic and configurational

degrees of freedom becomes strongly coupled and complexly interconnected. In Fe-Co

alloys the order-disorder phase transition is only 100 C below the magnetic phase tran-

sition, which means that magnetic thermal excitations should affect the order-disorder

phase transition.

Unfortunately, there is no simple and accurate first-principles based approach to the

description of the thermally excited ferromagnetic state of the itinerant magnets, like

Fe-Co alloys. Thus, the only way to proceed is to use a simplified model, hopefully not

too simple, to the description of the magnetic state. As has been mentioned above, we

use the PDLM model for treating the alloy in the ferromagnetic state with a reduced

magnetization. Since the magnetic excitations are much faster than atomic configura-

tional, which are connected to the quite slow process of the atomic diffusion, we can

separate out the magnetic degree of freedom. In the single-site mean field consideration

adopted in this work, the magnetic state is given by the reduced magnetization m.

Figure 5.9: EPI - The magnetization dependent EPI’s of Fe0.3Co0.7 (upper panel) and
Fe0.5Co0.5 (lower panel) alloys
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The variation of the EPI with magnetization from the DLM state (m = 0) to the

FM state is shown in Fig.5.9 for two different alloy compositions. It is clear that the

mostly affected EPI’s are for the first and second coordination shells. This is so since

the connection between interactions in different magnetic states is roughly determined

by the magnetic exchange interaction parameters, which have approximately the same

hierarchy as the chemical interactions (113). One can also see that the nearest neighbor

EPI changes non-monotonically with magnetization. The most dramatic change with

the magnetization is however for the next nearest neighbor EPI: it changes the sign

from negative in the FM state to positive in the DLM state. In fact, this change in the

EPI for the next nearest neighbor affects very strongly the order-disorder transition

temperature.

Figure 5.10: Transition - The order-disorder transition temperature (upper panel) and
EPI’s (lower panel) of Fe0.5Co0.5 alloy as a function of magnetization

The order-disorder transition temperatures in Fe-Co alloys in the concentration

range of 0.3 < cCo < 0.7 has been determined in the Monte Carlo simulations. The

following ECI have been used in this case: The EPI at the first 30 coordination shells,

13 for three-site and 10 four-site strongest ECI. In Fig. 5.10 we show the calculated

order-disorder transition temperature of Fe0.5Co0.5 as a function of magnetization to-

gether with the EPI at the first five coordination shells. It is clear, that transition

temperature is very sensitive to the magnetization. One can also see, that the depen-
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dence of the transition temperature from the magnetic state is not entirely related to

the magnetization dependence of the EPI at the first coordination shell. In fact very

strong increase of the transition temperature close to the FM state is also related to the

decrease of the EPI at the second coordination shell. This is so, since the second coor-

dination shell in the B2 structure consists of the atoms of the same type, and therefor

negative interaction at this coordination shell is stabilizing the B2 structure.

Figure 5.11: Transition - Concentration dependence of the transition temperature for
different magnetizations

Finally, in Fig. 5.11 we show the calculated order-disorder transition temperature

for several values of magnetization as function of alloy composition together with the

experimental data(96). The experimental transition temperature is close to the theo-

retical prediction for magnetization m = 0.8. There are very few experimental data for

the magnetization close to the ordering transition. According an early experimental

study by Clegg and Buckley (143) and a Mössbauer study by Montano and Seehra(97),

the magnetization at the temperature of the ordering transition is m ' 0.83 for the

equiatomic alloy composition. Thus, one can conclude that our results are in very good

agreement with experimental data.

Of course, such agreement can to some degree be fortuitous, and further investi-

gations are apparently needed concerning the description of the magnetic state and

probably some other contributions, neglected in this work. In particular, a drawback
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of our model is that it neglects longitudinal spin fluctuations expected to be important

for Co-rich alloys. However, it is clear that our calculations confirm quite strong de-

pendence of the ordering effects on the degree of magnetization, similar to the cases of

fcc Fe-Ni (119) and bcc Fe-Cr alloys (118) considered lately.
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Chapter 6

Optical properties of FeCo alloys

6.1 Introduction.

Recently there has been much progress in theoretical investigation of electronic prop-

erties of ferromagnetic transition metal binary alloys. Optical properties, on the other

hand, are far from being fully understood of. At room temperature equiatomic FeCo

alloys have CsCl structure (B2 phase with space group Pm3m), where Fe and Co atoms

occupy the corners and centers of the cubic cells respectively. The disordered phase

is body-centered cubic. Several investigations have been carried out experimentally

[(148)] as well as theoretically [(149, 150, 151)] for optical properties of FeCo alloys.

The aim of this work is to propose a formalism for the calculation of configuration

averaged optical response functions in disordered binary alloys. Earlier papers [(152,

153)] had proposed the generalized recursion (GR) method as a useful and feasible

method for doing so. Here we shall analyze the method in greater detail. Two aspects

will be commented on in particular : the combination of GR with the augmented space

approach (AS) to deal with disorder, and the inclusion of configuration fluctuations

involving essential off-diagonal terms. We shall illustrate the technique by it application

to the 50-50 FeCo disordered alloy.

The generalization of the standard recursion method of Haydock et.al.[(11, 13)]

suggested by Viswanath and Müller [(154)], allows us to obtain continued fraction ex-

pressions for correlation functions related to various response functions in solids. We

propose a combination of this GR with the AS introduced by us [(25)] as a suitable

methodology to study configuration averaged response functions in disordered alloys.
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We shall briefly describe the AS and argue that since the disorder in the current oper-

ators involved in optical response is essentially off-diagonal, standard single-site mean-

field approaches like the CPA are inadequate.

6.2 Methodology.

6.2.1 The generalized recursion.

The idea of a generalized recursion method for obtaining response functions was pro-

posed by Viswanath and Müller [(154)]. The algorithm of recursion is based on linear

current response of a system to a perturbing electromagnetic field :

〈Jµ(t)〉 =
∫ ∞

−∞
χµν(t− t′) Aν(t′) (6.1)

where, Aν(t) is the vector potential, and the generalized susceptibility can be written

as:

χµν(t− t′) = (i/~) Θ(t− t′) 〈[Jµ(t),Jν(t′)]〉 (6.2)

In lattices with cubic symmetry, χµν = χ δµν . The fluctuation-dissipation theorem then

relates the imaginary part of the Laplace transform of the generalized susceptibility to

the Laplace transform of the current-current correlation function :

χ′′(ω) = (1/2~)
(
1− exp−β~ω

)
S(ω) (6.3)

where,

S(ω) =
∫ ∞

0
dt ei(ω+iδ)t Tr

(
Jµ(t) Jµ(0)

)
(6.4)

Since the response function is independent of the direction label µ for cubic symmetry,

in the following we shall drop this symbol. Our aim would then be to obtain the corre-

lation function given a Hamiltonian is available to us. For either a system with lattice

translational symmetry or for configuration averages in a homogeneously disordered

system,

S(t) =
1
N

∑
R

〈R|J(t)J(0)|R〉 = 〈R|J(t)J(0)|R〉 (6.5)

In an earlier paper(152) we have described how to obtain the correlation function by a

recursive algorithm. For completeness we shall present here the main points. In order to

simplify the expressions for the dynamical quantities as produced by the Hamiltonian,
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6.2 Methodology.

we consider henceforth the modified Hamiltonian H̄ = H −E0 I, whose band energy

is shifted to zero. The time evolution of a state |ψ(t)〉 = J(t) |φ〉 is described by the

Schrödinger equation

− i
d

dt

{
|ψ(t)〉

}
= H̄|ψ(t)〉 (6.6)

We shall now generate an orthogonal basis {|fk〉} for representation of equation (6.6) :

(a) The initial conditions give :

|f−1〉 = 0 ; |f0〉 = J(0)|R〉

(b) Further members are generated by a three term recurrence :

|fk+1〉 = H̄|fk〉 − αk|fk〉 − β2
k|fk−1〉; k ≥ 0

where mutual orthogonality gives,

αk =
〈fk|H̄|fk〉
〈fk|fk〉

β2
k =

〈fk|fk〉
〈fk−1|fk−1〉

(6.7)

We now expand the state |ψ(t)〉 in this orthogonal basis :

|ψ(t)〉 =
∞∑

k=0

Dk(t) |fk〉 (6.8)

Substituting equation(6.8) into equation(6.6) and using orthogonality of the basis, we

get :

− iḊk(t) = Dk−1(t) + αk Dk(t) + β2
k+1 Dk+1(t) (6.9)

and its Laplace transform :

(z − αk) dk(z)− iδk,0 = dk−1(z) + β2
k+1dk+1(z); k ≥ 0 (6.10)

We shall now show that the pair of sequences generated by us, namely, {αk} and {β2
k}

are enough to generate the correlation function. We first note that :

D0(t) = 〈f0|ψ(t)〉 = S(t) (6.11)

This set of equations can be solved for d0(z) as a continued fraction representation :

d0(z) =
i

z − α0 −
β2

1

z − α1 −
β2

2

z − α2 − . . .

(6.12)
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The structure function, which is the Laplace transform of the correlation function can

then be obtained from the above :

S(ω) = lim
δ→0

2 <e d0(ω + iδ) (6.13)

In case of a disordered alloy we notice that, S(t) = S[H̄({nR})] is a function of

random variable nR and we need to calculate the configuration averaged value. There-

fore we use the augmented space formalism and applying the augmented space theorem

[(25)] we can write :

� S(t) � = 〈R⊗ {∅}
∣∣∣ J̃(t)J̃(0)

∣∣∣R⊗ {∅}〉 = S[H̃({ÑR})] (6.14)

where the augmented space Hamiltonian H̃ and the current operators J̃(t) are con-

structed by replacing every random variable nR by the corresponding operator ÑR.

The recursion may now be modified step by step in the full augmented space :

D̃0(t) = 〈f̃0|{∅} ⊗ ψ(t)〉 =� S(t) � (6.15)

where |f̃0〉 = J̃(0)|R⊗ {∅}〉 and,

d̃0(z) =
i

z − α̃0 −
β̃2

1

z − α̃1 −
β̃2

2

z − α̃2 − . . .

(6.16)

The configuration averaged structure function, which is the Laplace transform of the

averaged correlation function can then be obtained from the above :

� S(ω) � = lim
δ→0

2 <e d̃0(ω + iδ) (6.17)

6.2.2 Construction of the Hamiltonian and current operators in aug-

mented space.

As a first step we need to construct the Hamiltonian and the current operator in

augmented space. This goes in as an initial input in the recursion process. We shall

begin by obtaining the effective Hamiltonian for a random alloy represented in the

minimal basis of a tight-binding linear muffin-tin orbitals method (TB-LMTO). This is

obtained through a density functional theory (DFT) self-consistent run of an augmented

space recursion package (TB-LMTO-ASR). This procedure has been discussed amply

111
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earlier and the interested reader is referred to our review [(26)]. The Hamiltonian is of

the form :

H =
∑
RL

CRLPRL +
∑
RL

∑
R′L′

∆1/2
RLSRL,R′L′∆

1/2
R′L′TRl,R′L′ (6.18)

where L is the composite index (`mσ), `mσ are the angular momenta-spin indices, and

R labels the unit cell. For a random binary alloy :

CRL = CA
RLnR + CB

RL(1− nR) = CB
RL + δCRLnR

∆1/2
RL = ∆A1/2

RL nR + ∆B1/2
RL (1− nR) = ∆B1/2

RL + δ∆1/2
RLnR (6.19)

The ASR prescription gives the Hamiltonian in augmented space as :

H̃ =
∑
RL

C̃RL ⊗PRL +
∑
RL

∑
R′L′

∆̃1/2
RL ⊗ S̃RL,R′L′ ⊗ ∆̃1/2

R′L′ ⊗TRl,R′L′ (6.20)

where,

C̃RL = CB
RLĨ + δCRLÑR ∆̃1/2

RL = ∆B1/2
RL Ĩ + δ∆1/2

RLÑR (6.21)

The wavefunctions are expressed as linear combinations of the linearized basis functions

of the LMTO :

Φjk(r) =
∑
RL

cjkRL

[
φRL(r, Eν`) +

∑
R′L′

hRLR′L′ φ̇R′L′(r, Eν`)

]
(6.22)

where j is the band index. In this basis, the matrix elements of the current operator

can be written as

Jµ
RL,R′L′ =

[
V

(1),µ
RL,RL′δRR′ +

∑
L′′

{
V

(2),µ
RL,RL′′hRL′′,R′L′ + hRL,R′L′′ V

(3),µ
R′L′′,R′L′

}
+ . . .

∑
R′′L′′

∑
L′′′

hRL,R′′L′′′V
(4),µ
R′′L′′′,R′′L′′ hR′′L′′,R′L′

]
(6.23)

where

V
(1),µ
RL,RL′ =

∫
r<sR

d3r φ∗RL′(r, Eν`) (−i∇µ) φRL(r, Eν`)

V
(2),µ
RL,RL′ =

∫
r<sR

d3r φ̇∗RL′(r, Eν`) (−i∇µ) φRL(r, Eν`)

V
(3),µ
RL,RL′ =

∫
r<sR

d3r φ∗RL′(r, Eν`) (−i∇µ) φ̇RL(r, Eν`)

V
(4),µ
RL,RL′ =

∫
r<sR

d3r φ̇∗RL′(r, Eν`) (−i∇µ) φ̇RL(r, Eν`)
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6.2 Methodology.

We shall use the prescription of Hobbs [(155)] to obtain the above matrix elements.

For details we again refer to reader to the above reference. The next step should be

to calculate pair-wise currents where the two end sites are occupied by atom pairs

AA,BB and AB embedded in the disordered medium. The current operator in the

binary disordered system, unlike the Hamiltonian parameters which were local, lead

to off-diagonal disorder. Intrinsically the single site coherent potential approximation

is unable to deal with such problems. The strength of the augmented space method

comes to the fore. The current can be written as

~J =
∑
RL

~JRL,RL PRL +
∑

RL,R′L′

~JRL,R′L′ TRL,R′L′ (6.24)

The diagonal term of the current operator can be written as :

~JRL,RL = ~JAA
RL,RLnR + ~JBB

RL,RL(1− nR) (6.25)

while the off-diagonal term may be written as :

~JRL,R′L′ = nRnR′
~JAA
RL,R′L′ + (1− nR)(1− nR′) ~JBB

RL,R′L′

. . . + [nR(1− nR′) + nR′(1− nR)] ~JAB
RL,R′L′ (6.26)

We need to express this current operator in augmented space. Replacing nR by the

corresponding operator ÑR we get :

~̃JRL,RL = ~JBB
RL,RL Ĩ + ~J

(1)
RL,RL ÑR (6.27)

these operators either count or create/annihilate configuration fluctuations locally at

sites R and

~̃JRL,R′L′ = ~JBB
RL Ĩ + ~J

(2)
RL(ÑR + ÑR′) + ~J

(3)
RLÑR ⊗ ÑR′ (6.28)

where

~J
(1)
RL = ~JAA

RL − ~JBB
RL

~J
(2)
RL = ~JAB

RL − ~JBB
RL

~J
(3)
RL = ~JAA

RL + ~JBB
RL − 2 ~JAB

RL (6.29)

It is easy to check that all the factors above vanish when the structure matrices are

independent of site occupation (i.e. not random). The first two operators in the first line

of equation (6.28) either count or create/annihilate configuration fluctuations at either

of the two sites R and R′. The last operators in the of equation (6.28) either counts or
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6.3 Application to disordered FeCo alloys.

creates/annihilates configuration fluctuations simultaneously at both the sites R and

R′. These operators are essentially non-local and cannot be dealt with in a local (single-

site) mean-field approximation. Once the Hamiltonian is set up as in equation (6.20)

and the current operators are set up, as in equations. (6.27-6.28), we go back to our

formulation of augmented space recursion described and carry out the calculation for

the configuration averaged optical response functions. We use the augmented current

operator to construct the starting state

|ψ(0)〉 = J̃µ |R⊗ {∅}〉

and perform the recursion in augmented space to calculate the configuration averaged

correlation function � S(ω) �. Finally the imaginary part of the dielectric function

is related to this correlation function through :

ε2(ω) = 4π
�S(ω)�

ω2
(6.30)

The real part of the dielectric function ε1(ω) is related to the imaginary part ε2(ω) by

a Kramer’s Krönig relationship :

ε1(ω) =
1
4π

∫ ∞

−∞
dω′

ε2(ω′)
ω − ω′

(6.31)

All optical response functions may now be derived from these. The optical conductivity

follows :

σ(ω) =
ωε2(ω)

4π

The complex refractive index is related to the dielectric function by :

n(ω) + iκ(ω) =
√
ε(ω)

The imaginary part of the complex refractive index is the extinction coefficient. If

we assume the orientation of the crystal surface to be parallel to the optic axis, the

reflectivity R(ω) follows directly from Fresnel’s formula :

R(ω) =

∣∣∣∣∣
√
ε(ω)− 1√
ε(ω) + 1

∣∣∣∣∣
2

(6.32)

where ε(ω) = ε1(ω) + iε2(ω) is the complex dielectric function
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Figure 6.1: (Top panel) The spin projected optical conductivities of FeCo (top panel)
and (bottom panel) Comparison of the total optical conductivity with experimental data
taken from Sasovskaya et.al. [(148)]
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6.3 Application to disordered FeCo alloys.

6.3 Application to disordered FeCo alloys.

The main feature of interest for later analysis of optical properties is the fact that in

FeCo , for the up-spin states the Fermi energy straddles the low density due to sp

bands. So for low photon energies we expect a Drude like 1/ω behaviour of the optical

conductivity. The optical conductivity picks up around photon energies 1.0 eV for

the up-spin band and 1.5 eV for the down-spin bands when transitions begin to occur

between the d-like occupied states to the unoccupied ones. The real part of the dielectric

function and the optical conductivity for bcc FeCo disordered alloy at 50-50 composition

is shown in Fig. 6.1. For optical conductivity, the structures can be analyzed directly

from the densities of states. At low photon energies the optical intra-band transitions

are between sp-like states and the behaviour is Drude-like. Since the d-like structures

nearest the Fermi energy that contribute to inter-band transitions are about 1.4 eV (0.1

Ry) below it, the Drude behaviour is only at photon energies below this value. At higher

photon energies the inter-band transitions from the occupiedd-bands to the unoccupied

ones provide the structures in optical conductivity. The broad structure between 1.5 -

2.7 (eV) (∼ 0.1 - 0.2 Ry) below the Fermi energy lead to the main structural peak in

optical conductivity. Weaker structures between 4-5 eV (0.3 - 0.4 Ry) are dampened

by the 1/ω asymptotic behaviour of the optical conductivity. Experimental data are

available for ordered Fe50Co50 in the CsCl structure [(149), (148)]. Both the works

exhibit a broad absorption structure around 1-2.5 eV. A similar structure is also seen

in pure Fe at 2.5 eV and in pure Co around 0.8 eV. This has been attributed to inter-

band transitions between occupied d and unoccupied p bands [(151)]. The absorption

structures seen in the disordered alloy straddles almost the same photon energies. The

structures are broadened by the imaginary part of the disorder induced configuration

fluctuation scattering self-energy, as expected. However, the general features are very

similar to that of the ordered compound. Interested readers may refer to Figs. (2) and

(4) of Kim et.al.[(151)] and Fig. 1 of Sasovskaya and Knyazev [(148)] and compare the

experimental results with our theory. The agreement is good throughout the photon

energy range 0-4 eV.
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6.3 Application to disordered FeCo alloys.

Figure 6.2: Component projected and total (top,left) Reflectivities (top, right) Extinc-
tion coefficients (bottom,left) Real part of the refractive index and (bottom, right) Real
part of the dielectric function for the disordered FeCo alloy. Full lines for the majority and
dashed lines for the minority spins.
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Chapter 7

Conclusion and future directions

7.1 General Conclusions.

The plan of this chapter is to summarize the work in this thesis and provide a guideline

for future direction.

The thesis is concerned with several aspects : excited states and the band gap,

ground state properties of random binary alloys and order-disorder phase transitions

in them. We shall briefly describe the steps we have followed to reach our goal.

The first two chapters, we have overviewed and briefly derived the basic tools for

the calculation of electronic structure of ordered and disordered systems.

Density functional theory (DFT) is at the heart of electronic structure calculations.

It converts a full many-body problem with immensely large degrees of freedom to one

which superficially resembles a single electron problem. We introduce the DFT in the

first chapter in some mathematical detail. The choice of basis set and potential is

important for any electronic structure calculation involving the solution of the Kohn-

Sham equations. We have introduced the KKR and LMTO methods for doing this,

also in the first chapter.

The second chapter deals with methods to take care of disorder. It includes single

mean-field methods like the CPA. It also describes how to go beyond the single-site

and take care of effects of the local environment. We describe the augmented space

theorem and describe it as the basis of generalizations of the CPA.

In chapter 3, we have developed excited-state DFT for band-gap determinations of

bulk semiconductors. A new exchange-correlation functional has been introduced for
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7.2 Future directions.

excited-state band energy. The excited-state formalism has been applied to a series of

semi-conductors and insulator. The results have shown very good agreement with the

available experimental data.

In chapter 4, the cluster coherent potential approximation (CCPA) have introduced

for studying of local environmental effects on random substitutional binary alloys. The

augmented space formalism and downfolding techniques have been used to get a self-

consistent CCPA for random alloys. This CCPA satisfies the necessary Herglotz an-

alytic properties. The CCPA has been applied to three disordered disordered alloys :

CuZn, NiAl and CuAu and the results compared with other methods.

A detailed investigation of magnetic FeCo alloys have been carried out in the last

two chapters. The electronic structure and order-disorder phase transition of ferromag-

netic FeCo alloys have discussed in details in chapter 5. The influence of magnetism

at the order-disorder phase transition have been investigated within the disorder local

moment (DLM) model. Effective cluster interactions have been used in Monte-Carlo

simulations to calculate the order-disorder transition temperatures of. The concen-

tration dependent effective cluster interactions have been calculated by the generalized

perturbation method (GPM). This DLM based model has shown that the order-disorder

transition of ferromagnetic FeCo alloys is strongly influenced by magnetism.

In the last chapter 6, we have derived the augmented space generalized recursion

formalism for the calculation of configuration averaged optical response functions in

random binary alloys. The diagonal and off diagonal disorder the current operator

have been taken into account. The theoretical results for the optical conductivity of

FeCo alloys have been compared with the available experimental data.

7.2 Future directions.

Alloys form an important and fascinating materials problem. Stainless steels, iron,

nickel and cobalt alloys, superalloys, titanium alloys, tungsten based alloys, and high-

temperature and corrosion-resistant metals are needed extensively for aerospace, med-

ical, automotive machinery, bridges, buildings, and energy applications. Iron alloys

have very diverse chemical compositions and properties. These steels can perform un-

der exceedingly rigorous service conditions. They also have good electrical, thermal,

and magnetic properties. Stainless steel or other iron alloys require an understanding of
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long-range and short range ordering, heat-treating, corrosion-resistivity and electrical

resistivity etc.

Physical models of these phenomena remain the subject of intense research and,

often, dispute. The mathematical properties of the models have to be studied rigorously.

Besides electronic structure for ground states at zero temperature. It is necessary to

introduce thermodynamic models coupled with first-principle techniques in order to

analyze temperature dependent properties.

A PhD. programme is always time bound and a person’s thirst for knowledge may

not find it’s fulfillment in this limited span of time. But this endeavor may be considered

as a training ground for research and it does elevate his thirst for more. I cannot assess

how much knowledge of disorder physics I have been able to pick up, but I sincerely

believe that this work with all its limitations will encourage me to go on working in

this vastly exciting area of materials studies.
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